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## A Method to Generate Propulsor Side Forces


#### Abstract

A computational study was performed to investigate a method to generate vehicle maneuvering forces from a propulsor alone. A ducted, preswirl propulsor was configured with an upstream stator row and downstream rotor. During normal operation, the upstream stator blades are all situated at the same pitch angle and preswirl the flow into the propulsor while generating a roll moment to counter the moment produced by the rotor. By varying the pitch angles of the stator blade about the circumference, it is possible to both generate a mean stator side force and subsequently vary the axial velocity and swirl that is ingested into the propulsor. The rotor then generates a side force in response to the inflow. Both potential flow and fully viscous 3D Reynolds averaged Navier-Stokes (RANS) computations were used to predict the stator forces, velocity field, and rotor response. Potential flow methods were used for initial examination of a wide variety of stator configurations. The most promising were then modeled using RANS. The RANS inflow was then computed and used as velocity boundary conditions during rotor blade design using potential flow methods. Blade parameters including blade number, rake, skew, and a combination of the two were varied to characterize their effects. RANS was used to then validate the final propulsor design. Computations demonstrated that total side force coefficients on the order of 0.1 and moment coefficients about the stator leading edge of 0.066 could be generated by the propulsor alone. This translates to an additional $50 \%$ control authority at 3 kn for current Navy 21" unmanned undersea vehicles. [DOI: 10.1115/1.4000745]
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## 1 Introduction

Standard navy torpedoes and unmanned undersea vehicles (UUVs) utilize a single propulsor at the stern coupled with control surfaces to provide the vehicle with necessary forces and moments to offer control. At higher speeds, this combination generally is satisfactory in terms of offering sufficient control. At low speeds (with the extreme being zero forward velocity, e.g., Bollard condition), control surface effectiveness is significantly diminished. There are several operations where low speed control is vitally important for UUV mission requirements. These include UUV recovery, station keeping, and synthetic aperture sonar.

Side forces have been generated using thrust vectoring [1]. In this case, the thrust is redirected off axis to generate side forces for control. To meet low speed requirements, the midsized autonomous research vehicle (MARV) utilizes tunnel thrusters to offer lateral and vertical controls [2]. The difficulty is that this method is most effective for zero speeds. As the flow velocity is increased, tunnel thruster effectiveness is significantly diminished ( $20 \%$ effectiveness above 5 kn ). The tunnel thrusters also increase the parasitic drag of the MARV so that maximum velocities are reduced. As tunnel thrusters also take up considerable volume that could otherwise be used for energy or payload, alternative methods of control are highly desirable. If the control can be offered by the propulsor alone, that is very attractive.

Another concept is referred to as the Haselton bow propulsor, which was first introduced in the 1960s by Haselton [3]. In this original concept, a pair of propellers, one at the bow and one at the stern, is used in tandem to provide vehicle control. Side forces are generated via cyclic pitch actuation similar to that used for

[^2]helicopter rotors. The design utilizes a swashplate so that the angle of attack is varied over a single propeller rotation. For example, if maximum angle attack is reached at 0 deg and minimum at 180 deg , the higher thrust force at 0 and lower thrust force at 180 deg will generate a moment couple. By adding rake and skew to the propeller, it is then possible to generate a substantial side force component. The disadvantage is that the Haselton bow propulsor concept remains mechanically complex for implementation on undersea vehicles. In addition, placing a propulsor at the bow of the vehicle interferes with the forward look sonar that is used on most UUVs and torpedoes.
Geometrically, side forces can also be produced by altering the inflow velocity field into the propulsor. This technique effectively varies the inflow swirl circumferentially using a fixed but adjustable upstream stator row. The effective blade angle of attack is modified in three ways, as follows: (1) physical propeller pitch angles; (2) axial flow velocity; and (3) circumferential flow velocity. The proposed methodology offers an alternative way to generate side forces and moments that may be implemented for undersea vehicle maneuvering and control.
This article summarizes the computations used to evaluate a method to generate side forces utilizing the propulsor alone. The concept examines an upstream stator row with variable blade pitch around the circumference and a downstream rotor. Initial stator blade designs were evaluated using potential flow methods to provide estimates of the induced velocities and stator forces. Final designs were downselected and evaluated using a commercial Reynolds averaged Navier-Stokes (RANS) code, FLUENT ${ }^{\circledR}$. The 3D viscous flow field was computed and used to provide velocity boundary conditions for a downstream rotor. The induced rotor forces were then computed using potential flow methods. Rotor design parameters included an investigation of blade number, rake, skew, and a combination of rake and skew. Steady and unsteady forces were computed for the rotor with final designs selected to maximize the rotor side forces. FLUENT ${ }^{\circledR}$ was then used
to fully evaluate the final rotor blade row designs.

## 2 Methodology

2.1 PUF/PBD Code. Initial calculations of the induced stator flow for a variety of pitch configurations as well as investigations regarding the rotor blade design were performed using potential flow methods. This approach utilized a modified version of the propulsor unsteady flow (PUF) code developed at the Massachusetts Institute of Technology (MIT) over the past three decades. The lifting surface theory approach utilizes a vortex lattice method to compute for the unsteady flow. Thin blade, inviscid flow with no separation is assumed and the vorticity on the propulsor blade and wake is discretized as a set of panels. For more details, refer to Refs. [4,5]. The author also has several references of application of this methodology [6-8]. A summary of the methodology is given below.

The blade geometry is generated from a table of blade coordinates, and then uniquely defined using B -spline surface meshes. B-splines allow the surface of the blade to be described by very few points. The blade surface may then be discretized so the spatial resolution is sufficient for an accurate computation of the flow. In the present calculations, typical blade resolution consists of 21 points in both chordwise and spanwise directions.
2.1.1 Lifting Surface Theory. The flow is assumed to be incompressible and inviscid, and the domain is assumed to be unbounded. The propulsor is assumed to consist of a set of thin blades at small angles of attack so separated flow effects may be neglected. These assumptions allow for the vorticity to be confined to the surface and the wake with the remainder of the flow assumed irrotational. These assumptions allow for the use of potential flow theory. The potential flow problem satisfies Laplace's equation

$$
\begin{equation*}
\nabla^{2} \varphi=0 \tag{1}
\end{equation*}
$$

where $\varphi$ is the velocity potential and the perturbation velocity due to the potential flow is defined as

$$
\begin{equation*}
\mathbf{v}_{p}=\nabla \varphi \tag{2}
\end{equation*}
$$

In the present formulation, the contribution to the velocity potential is from the surface only. For a point $\mathbf{x}$, source point $\boldsymbol{\xi}$, surface $S$, and surface normal $\mathbf{n}$, this is defined as

$$
\begin{equation*}
-2 \pi \varphi(\overrightarrow{\mathbf{x}})=\int_{S} \int \frac{1}{|\overrightarrow{\mathbf{x}}-\overrightarrow{\boldsymbol{\xi}}|} \overrightarrow{\mathbf{n}}(\overrightarrow{\boldsymbol{\xi}}) \nabla_{\xi} \varphi(\overrightarrow{\boldsymbol{\xi}})-\varphi(\overrightarrow{\boldsymbol{\xi}}) \overrightarrow{\mathbf{n}}(\overrightarrow{\boldsymbol{\xi}}) \nabla_{\xi} \frac{1}{|\overrightarrow{\mathbf{x}}-\overrightarrow{\boldsymbol{\xi}}|} d S \tag{3}
\end{equation*}
$$

Taking the gradient of Eq. (3) with respect to $\mathbf{x}$ yields the perturbation velocity. Assuming that the surface is infinitely thin, the upper and lower surfaces of the blade coincide so the governing set of equations becomes

$$
\begin{gather*}
\int_{S_{B}} \int \mu(\boldsymbol{\xi}) \mathbf{n}(\mathbf{x})\left[\nabla_{x}\left(\mathbf{n}(\boldsymbol{\xi}) \nabla_{\xi} \frac{1}{|\mathbf{x}-\boldsymbol{\xi}|}\right)\right] d S_{B}=\int_{S_{W}} \int \mu_{W}(\boldsymbol{\xi}) \mathbf{n}(\mathbf{x}) \\
\quad \times\left[\nabla_{x}\left(\mathbf{n}(\boldsymbol{\xi}) \nabla_{\xi} \frac{1}{|\mathbf{x}-\boldsymbol{\xi}|}\right)\right] d S_{W}-2 \pi \mathbf{n}(\mathbf{x}) \mathbf{u}_{\text {in }}(\mathbf{x}) \tag{4}
\end{gather*}
$$

Here, $\mu(\boldsymbol{\xi})$ is defined as the potential jump across the surface and $\mu_{w}(\boldsymbol{\xi})$ is the potential jump in the wake, the subscripts $B$ and $W$ refer to the blade and wake, respectively, and $\mathbf{u}_{\mathrm{in}}$ is the inflow velocity. To numerically describe the flow, the blade surface is discretized as using sources (to account for thickness effects) and a distribution of vorticity on the camber surface and wake. Equation (4) forms a matrix set of equations, and the normal velocity (no-flux) boundary conditions are enforced and $\mu(\overrightarrow{\boldsymbol{\xi}})$ is solved at each time step.

The Kutta condition requires the velocity at the trailing edge to be finite. To satisfy this, an implicit Kutta condition is imposed
where control points are placed at the trailing edge and the boundary condition $\mathbf{n}(\mathbf{x}) \mathbf{u}_{\text {in }}(\mathbf{x})$ is satisfied. Also, the dynamic boundary condition states that there is no pressure jump across the trailing vortex wake. This is satisfied by requiring that the vortex sheets be advected by the local flow velocity. These vortex sheets formed at the trailing edge of the blade lattice are advected using the circumferentially averaged inflow velocity field, thus forming the wake structure. The wake is modeled with a distance of 2.5 radii downstream of the blade trailing edge and is used to account for the wake induced velocities on the blade. The far wake structure is modeled as a single helical vortex structure, defined as the ultimate wake.

The code computes for the blade forces based on the effects of surface pressure force, viscous force, leading edge suction forces, and unsteady force. The viscous forces account for skin friction due to finite viscosity, and the leading edge suction forces are required due to the assumption of zero blade thickness. Viscous forces are computed via a user supplied empirical drag coefficient for the blade. The pressure force is obtained from Joukowski's law for individual panels and then integrated over the entire blade surface. This force may be expressed as

$$
\begin{equation*}
d \mathbf{F}_{J}=\rho d A\left(\mathbf{V} \times\left(\mathbf{n} \times \boldsymbol{\nabla}_{s} \mu\right)\right) \tag{5}
\end{equation*}
$$

Here, $\mathbf{V}$ is the total velocity at the panel control points, $\rho$ is the density, $d A$ is the panel area and $\mathbf{n}$ is the panel unit normal. The gradient of the potential jump along the surface governs the blade force.
The unsteady velocity potential contribution to the force is given by the derivative of the velocity potential. Since the source contribution is steady, the only contribution to the potential is from the vortices. Since the blade forces are computed after the solution has converged, the code uses a central five-point differentiation formula to numerically solve for the unsteady potential contribution.
In order to account for the effect of the body and the duct on the blade forces, image vortices modeling the body and duct walls are used. The number of vortices used is $1 / 3$ rd the number of spanwise points used along the chord. For example, if 21 spanwise points are used, then a layer of 7 image vortices are used to model the effect of the hub and duct. This models the effect of the surface, but the overall effect of the body and duct is already included in the velocity inflow file used to establish the velocity boundary conditions on the blade.
The PUF code capability was extended to accept a fully unsteady turbulent inflow. In this manner, inflows that evolve in space and time can be input into the force prediction code to better simulate the unsteady forces and radiated noise. Details of the modification are found in Refs. [6,9]. Two separate potential flow codes were used in this study. The first, the propeller blade design code (PBD 14.3) was used to design the rotor blades. This code requires a circumferentially averaged 2D inflow with swirl to provide the velocity boundary conditions necessary for the blade calculations. The user prescribes a spanwise circulation distribution to provide the design thrust. The blade shape is then adjusted to minimize the normal velocity component. PBD 14.3 was used to design the downstream rotor blade shapes. The second is the modified form of the PUF code (MPUF). MPUF requires the full 3D inflow velocity field to provide the velocity boundary conditions on the blade row. MPUF was used to provide initial estimations of the induced velocity fields and blade forces produced by the upstream stator row as well as to fully evaluate the unsteady forces produced by the downstream rotor designs.
2.2 RANS Solver (FLUENT ${ }^{\circledR}$ ). The commercial code FLUENT ${ }^{\circledR}$ was used as the RANS solver [10]. There is an extensive library of references regarding RANS development and implementation that will not be repeated here. Specific solver settings and grid resolution will be summarized. A steady 3D implicit flow solver was used to compute for the flow for the upstream stator row. The solution methodology utilizes a finite volume formulation with a


Fig. 1 fluent surface mesh depicting the body and stator geometries
mixture of tetrahedral and brick elements as defined by the grid generator, GAMBIT ${ }^{\circledR}$. These computations employed a realizable $k-\varepsilon$ turbulence model with boundary layer resolution on both the afterbody and duct to $y+=1$. Wall functions were used to define the boundary layer on the stator blades. Second order upwind solutions of the advection term and turbulent kinetic energy were used. A standard semi-implicit method for pressure linked equations (SIMPLE) algorithm was used to solve for the pressurevelocity coupling term.

A full 3D solution incorporating every blade in the stator and rotor blade rows was necessary due to the fact that each stator blade is at a different angle of attack, resulting in a circumferential variation in the flow into the rotor. This was very computationally intensive so only select cases were run. An example of the surface mesh used in the solution is shown in Fig. 1. The surfaces were defined using a mix of triangular and quadrilateral elements.

## 3 Results

Nondimensional quantities are used throughout this study with length and velocity scales relative to the maximum blade radius and freestream velocity, respectively.
3.1 Stator Row Design. A relatively simple symmetrical stator blade was designed with zero rake and skew distribution and constant chord. The stator blades have a maximum radius of 1.0 at the tip, a minimum radius of 0.5 at the root, and a chord length of 0.5 . Standard blade design practices also place the maximum thickness at the midchord point. For these computational studies, a NACA 66 series symmetrical airfoil section with 5\% thickness was used. The stator blade airfoil sections were chosen to be symmetrical due to positive and negative pitch angles. Due to the symmetry condition, PBD 14.3 was not needed to optimize the stator blade shape. The blade pitch angles vary in sinusoidal fashion around the circumference. Mathematically, the angle of attack variation can be expressed as

$$
\begin{equation*}
\alpha_{\text {blade }}=\alpha_{\text {mean }}+A \sin \theta \tag{6}
\end{equation*}
$$

For these studies, a mean swirl velocity of 0.0 was the design point. Consequently, the mean angle of attack of the stator blades was 0.0 with a variation in the angle of attack about the circumference determined by the pitch amplitude parameter $A$ in Eq. (6). The number of blades in the blade row was also examined as an independent variable.

The body and duct were also designed for this problem. In this case, the axisymmetric version of FLUENT ${ }^{\circledR}$ was used. The maximum body radius was 0.5 (nondimensionalized by propeller radius) with a spherical leading edge and an ellipsoidal afterbody sufficient to eliminate flow separation. The inner portion of the duct was located at a radius of 1.0 and had a nondimensional thickness of 0.1. A spherical leading edge and ellipsoid trailing


Fig. 2 Vortex lattice of the stator blade row and wake on the first blade with the main body (not including the nose region)
edge sufficiently long to eliminate separation were incorporated. FLUENT ${ }^{\circledR}$ flow computations for this configuration at a Reynolds number of $1 \times 10^{6}$ confirmed no flow separation for the afterbody section or duct trailing edge. The stator blade row was also placed two body radii downstream of the nose so that effects due to flow acceleration around the nose were minimal. The duct area was sufficiently long to accommodate both the stator row as well as the downstream rotor, with a total length of 2.5 (normalized by the blade radius). The stator blade row leading edge is located 0.6 blade radii downstream of the duct leading edge. The body geometry can be seen in Fig. 1. It should be noted that the calculations assumed that there was no gap between the stator blade tip and the duct.
3.2 MPUF Stator Flow Computations. The vortex lattice of the stator blade row, wake from the base blade, and the main body are shown in Fig. 2. The 2D axisymmetric version of Fluent ${ }^{\text {® }}$ was used to compute the stator inflow and account for the effects of both the body and the duct. The nominal inflow was assumed to be swirl-free and was then rotated through the full 360 deg circumference in 2 deg increments to create the required 3D inflow. Blade row numbers of 8 and 12 blades were examined. The pitch amplitude $A$ (Eq. (1)) was varied between 0 deg and 30 deg , and calculations were performed to approximate the potential amount of swirl that could be produced. Circumferential velocity profiles were then plotted in the wake a distance of 0.25 stator blade radii ( $R_{\text {stator }}$ ) downstream of the stator trailing edge. The steady-state force produced by the stator row was also computed. Figure 3 shows the circumferential velocity distributions for an eight bladed stator row with 30 deg pitch amplitude at spanwise locations from the near root $\left(r / R_{\text {stator }}=0.59\right)$ station toward the tip


Fig. 3 Tangential velocity distributions normalized by the freestream velocity at span locations from 0.58 to 0.94


Fig. 4 Tangential velocity distributions normalized by the freestream velocity for eight- and 12-blade stator rows for a range of pitch amplitudes $A$
$\left(r / R_{\text {stator }}=0.95\right)$. As can be seen, the MPUF code predicts the largest circumferential velocities at the root diminishing outward toward the tip. Typical midspan velocities appear to diminish by approximately $20 \%$ compared with the root velocities. Near the tip, the velocities are on the order of half the root velocities. An artifact of the induced velocities is the spike in velocity proximal to the blade wakes. This is due to the nature of the infinitely thin vortex sheet in the wake and is not physically realistic. The actual wake boundary layer vorticity shed from the stator blades is confined in a finitely thick region, whose thickness is dependent on the flow Reynolds number. For this reason, FLUENT ${ }^{\circledR}$ is used to compute the rotor inflow for specific test cases. MPUF is useful as a first approximation to the magnitude of swirl and stator blade row forces.

The effect of pitch amplitude $A$ was examined for the eight- and 12-blade stator rows at a span location of 0.74 (Fig. 4). As expected, the circumferential velocities increase with $A$ with maximum velocities varying between 0.05 for $A=6 \mathrm{deg}$ to approximately 0.2 for $A=30$ deg (eight-blade stator row). Velocities are increased on the order of $15 \%$ for the 12-blade stator row. The wake signature can also clearly be seen in the plots.
3.3 FLUENT Computations. FLUENT ${ }^{\circledR}$ is a commercial RANS solver that incorporates viscosity and turbulence into the solution, and is therefore more representative of the flow physics. Unlike the potential flow method described above, no assumptions are made regarding viscosity, flow separation, confinement of vorticity, or blade thickness. For these computations, the only assumption is that the flow is steady in time. A grid convergence study was performed to establish grid independence in the solution and to lend confidence to the flow predictions. Drag coefficient of the entire model with the 12 -blade stator row at $A=10 \mathrm{deg}$ was used as an indicator, and results are plotted in Fig. 5. The grid was refined in the inner duct region and grid independence appears


Fig. 5 Drag coefficient convergence with increased grid resolution
established with $3.93 \times 10^{6}$ cells. This grid resolution was used for all subsequent calculations.

Figure 6 shows the axial flow velocity component at $x / R_{\text {rotor }}$ $=0.75$, corresponding to a distance of 0.25 (or $\frac{1}{2}$ stator chordlength) downstream of the stator trailing edge for the eightblade stator row. The velocity distributions are in the $y-z$ plane and are colored based on the scale to the left with flow velocities ranging between 0 (blue) and $125 \%$ freestream (red). The flow for the 10 deg pitch amplitude is shown on the left and 20 deg on the right. In both cases, the axial flow is higher on the left side of the disk compared with the right, which is due to the downwash produced by the lifting stator blade row. The stator wakes can also be seen as indicated by the velocity defect. For $A=20 \mathrm{deg}$, however, there are reverse flow velocities in the stator wakes at 12:00 and 6:00 indicating flow separation. This could not be predicted using MPUF due to the potential flow assumptions. This demonstrates that the 20 deg case is too extreme a pitch angle as flow separation must be avoided.

Figure 7 plots the circumferential velocity distributions for the same conditions as in Fig. 6. It is immediately clear that the velocities are higher for $A=20 \mathrm{deg}$ compared with 10 deg . In both cases, the maximum and minimum velocities are biased to the left side of the disk due to the geometry of the stator blades and induced flow. What is interesting is that there does not appear to be a significant stator wake signature as was seen for the MPUF computations. The wake signature appears only in the axial velocity distributions. This is due to the fact that the vorticity is no longer confined to an infinitely thin sheet.

Based on these initial runs, additional test cases were computed using FLUENT ${ }^{\circledR}$ for 12-blade stator rows for $A=20 \mathrm{deg}$ and 15 deg. Significant flow separation was still seen for $A=20 \mathrm{deg}$, but appeared minimal for $A=15 \mathrm{deg}$. This suggests that $A=15 \mathrm{deg}$ is the limiting condition for this configuration. Figure 8 plots the


Fig. 6 FLUENT ${ }^{(®}$ calculations highlighting the axial velocity distributions (normalized by the freestream velocity) in the rotor inflow plane $\left(x / R_{\text {rotor }}=0.75\right)$ due to the eight-blade stator row


Fig. 7 FLUENT ${ }^{\circledR}$ calculations highlighting the tangential velocity distributions (normalized by the freestream velocity) in the rotor inflow plane $\left(x / R_{\text {rotor }}=0.75\right)$ due to the eight-blade stator row
axial and circumferential velocity distributions. As can be seen, the circumferential velocities approach $\pm 20 \%$ freestream values. For the 12-blade case, the wake signatures can more clearly be seen. This is due to the downwash produced by the individual blades and is made more evenly distributed with the 12-blade configuration. The axial velocities are increased on the left side of the disk, indicating that the blade loading and the velocity defects in the wake can clearly be seen.

The stator side force coefficients are plotted in Fig. 9 for both FLUENT $^{\circledR}$ and MPUF runs. Force coefficient is defined as $C_{f}$ $=F /\left(1 / 2 \rho V^{2} \pi R_{\text {prop }}^{2}\right)$. Due to the stator configuration, the $y$-forces are zero with finite $x$ - (drag) and $z$-forces. The plots show, that for the blade alone, the $z$-forces are on the order of four times larger for RANS compared with MPUF. Upon inclusion of the reactionary forces from the hull and duct, however, the sum of the side forces due to the stator drop from -0.4 to -0.072 .
3.4 Unsteady Rotor Forces. PBD 14.3 was used to optimize the rotor blade sections for a variety of rake, skew, and blade number configurations. The rotors are shown in Fig. 10. Geometrically, the rotor leading edge was situated 0.25 rotor radii ( $R_{\text {rotor }}=R_{\text {stator }}$ ) downstream of the stator trailing edge ( $\frac{1}{2}$ stator chord). The rotor blade chord length $C_{\text {blade }} / R_{\text {rotor }}=0.5$ was kept constant over the span and for all blade configurations. Where indicated, the total rake ( $c_{x \text { total }} / R_{\text {rotor }}$, where $c_{x \text { total }}$ is the blade displacement in the $x$-direction) has a spanwise distribution computed as


Fig. 9 FLUENT ${ }^{\circledR}$ predictions of the mean propulsor force coefficients produced by the stator blade row with hull and duct influences. MPUF calculations shown for comparison are for the blades only.

$$
\begin{equation*}
c_{x}=c_{x \text { total }} \sin \left((\pi / 2)\left(r-r_{o}\right) /\left(R_{\text {rotor }}-r_{o}\right)\right) \tag{7}
\end{equation*}
$$

Here, $c_{x}$ is evaluated from the root radius $r_{o}$ to the maximum rotor radius. The skew distribution selected had a tangential variation in the leading edge of the rotor, which can be described by

$$
\begin{equation*}
\theta_{\text {skew }}=\theta_{\text {sk total }} 0.5\left[1.0-\cos \left(\pi\left(r-r_{o}\right) /\left(R_{\text {rotor }}-r_{o}\right)\right)\right] \tag{8}
\end{equation*}
$$

Similar to the rake, the skew angle is evaluated from the root radius to the maximum rotor radius. As was the case of the stator, the computations assume that there is no gap between the rotor tip and the duct.
The axisymmetric version of FLUENT ${ }^{\circledR}$ was used to compute for the required 2 D velocity boundary conditions downstream of the stator blade row. In this case, the design point was for zero stator blade angle of attack, making the flow computations straightforward with zero swirl. The blade circulations were prescribed to be zero, thus establishing a zero thrust condition as the design point. This was chosen in order to minimize the coupling of the rotor on the flow field produced by the stator and to better satisfy the frozen wake assumptions used in these calculations. As the purpose of this study was to investigate propulsor side force generation, these limitations were deemed acceptable.

After the various blade shapes were established, MPUF was used to compute the fully unsteady blade forces due to the upstream stator blade row. The full 3D FLUENT ${ }^{\circledR}$ stator calculations


Fig. 8 FLUENT ${ }^{\circledR}$ calculations highlighting the axial and tangential velocity distributions (normalized by the freestream velocity) in the rotor inflow plane ( $x / R_{\text {rotor }}=0.75$ ) due to the 12-blade stator row for $A=15 \mathrm{deg}$


Fig. 10 Baseline, rake, skew, and rake and skew rotor geometries
were used to provide the necessary unsteady inflow velocity boundary conditions on the downstream rotor blade row. While the velocity field is steady in time, unsteady forces are produced on the downstream rotor as the individual blades rotate through the circumferentially varying upstream wakes. The unsteady side force coefficients are presented in Fig. 11 to demonstrate the effect of inflow on a nine-bladed rotor with 30 deg skew $0.4 * R_{\text {rotor }}$ total rake. In all cases, unsteady forces are seen due to the difference between the individual blade wakes. The frequency identically matches the blade number giving rise to what is referred to as the blade rate effect. This effect appears largest for the $A$ $=15$ deg and decreases with decreasing pitch amplitude. In all cases, the $z$-force is in a direction opposite to that produced by the stator.

Rotor blade parameters were examined for the $A=15$ deg case. This case was chosen so that the blade shape parameters could be


Fig. 11 Unsteady side force coefficients for varying stator pitch amplitudes $A$. Forces are for the Rake/ $R_{\text {rotor }}=0.4,30$ deg skew, nine-blade rotor configuration


Fig. 12 Mean $y$ - and $z$-force coefficients as a function of the blade number for the range of rakes examined
selected to minimize the large unsteady forces produced. The effect of rake, skew, and combination of the two were examined for a range of blade numbers from 5 to 13. In addition, only odd rotor blade numbers were examined as even blade numbers resulted in a substantial increase in unsteady forces, likely resulting from phase interaction between the stator wakes (12) and the even rotor blade number. Mean $y$ - and $z$-force values are plotted in Fig. 12 for blade numbers of 5-13 for a range of rake values from 0.1 to 0.4 relative to the rotor radius ( Rake $=c_{x \text { total }} / R_{\text {rotor }}$ ). Overall, an increase in the blade number results in increased force magnitudes. This appears as an asymptotic increase reaching a limit at a blade number of 13 . An increase in rake increases the negative $y$-force component and decreases the positive $z$-force component.

Figure 13 plots the mean $y$ - and $z$-force coefficients for blade skew angles from 0 to 40 deg in 10 deg increments. As expected, an increase in the blade number increases both the $y$ - and $z$-force magnitudes appearing as an asymptotic limit at 13 blades. As the blade skew angle increases, the $y$-forces increase and the direction of the force changes from negative to positive. Increased skew has negligible effect on the $z$-forces.
Figure 14 plots the mean $y$ - and $z$-force coefficients for a constant skew of 30 deg and rakes ranging from 0.0 to $0.4 * R_{\text {rotor }}$ in increments of 0.1. Again, increases in the blade number show an asymptotic increase in the force magnitude at a blade number of 13. Force magnitude appears to increase linearly with increased blade number. An increase in rake increases the $y$-force magnitude (increased force in the negative $y$-direction) but decreases the mean $z$-forces. Based on the MPUF runs, the maximum rotor forces are for the 30 deg skew and 0.4 rake propulsor. Here, the $z$-forces are in the opposite direction as the stator forces (0.02) and the $y$-forces are -0.024 (9-blade rotor). The magnitude of the resultant force vector is then 0.053 .

Figure 15 plots the rms force magnitude coefficients $\left(=\sqrt{F_{x}^{\prime 2}+F_{y}^{\prime 2}+F_{z}^{\prime 2}}\right)$ for the range of blade skew angles (zero rake)


Fig. 13 Mean $y$ - and $z$-force coefficients as a function of the blade number for the range of skews examined


Fig. 14 Mean $y$ - and $z$-force coefficients as a function of the blade number for a constant skew of 30 deg for rake values of $0.1,0.2,0.3$, and 0.4
and for a range of rakes at a skew angle of 30 deg. As can be seen, the base blade (no rake or skew) resulted in significant unsteadiness, with peak values of 0.14 seen for 11 blades and minimum values of 0.027 for seven blades. As the skew angle was increased, the rms force magnitude coefficients were significantly decreased so that for a 30 deg skew, unsteady values of 0.03 were seen for nine and 13 blades. An increase in rake for a 30 deg skew also decreases the rms forces up to $c_{x \text { total }} / R_{\text {rotor }}=0.3$ after which the unsteadiness appears unaffected. The unsteadiness for nine and 11 blades was on the order of 0.02 .
The desired rotor blade row would minimize the positive $z$-forces (since they oppose the negative $z$-forces produced by the stator), maximize the $y$-force magnitude, and minimize the unsteadiness. Based on these criteria, the nine-blade rotor with 30 deg skew and $0.4 * R_{\text {rotor }}$ rake demonstrated the optimum balance to maximize the mean forces and minimize the rms forces.
While MPUF is very useful in determining the optimal blade shapes and configurations as well as estimated unsteadiness, there are limitations in terms of fully quantifying the mean forces. These arise from the potential flow assumptions as well as the fact that MPUF was developed to examine propeller unsteady forces with minimal cross-flow effects. Since the rotor wakes are advected using a circumferentially averaged inflow, they cannot account for the strong cross-flow produced by the upstream stator row when it acts as a lifting surface. In addition, MPUF was not set up to predict the steady or unsteady hull and duct forces (although their influence on blade forces was modeled). Accordingly, FLUENT ${ }^{\circledR}$ was used to compute the quasi-steady forces for the 30 deg skew, $0.4 * R_{\text {rotor }}$ rake, nine-blade rotor case in order to get a more precise prediction of the steady forces. The numerical setup was similar to the FLUENT ${ }^{\circledR}$ computations for the upstream stator. The rotor blades were generated using an NACA 66-series airfoil section with $5 \%$ thickness. The hull and duct boundary layers were resolved to $y+=1.0$ and wall functions used for the rotor blades. To decrease the computational size of the problem, the FLUENT ${ }^{(8)}$ solution for the $A=15$ deg stator case was used as inflow boundary conditions to the rotor problem. Velocities, turbulent kinetic energy $(k)$ and dissipation $(\varepsilon)$ were output from the stator solution on a plane immediately downstream of the stator blade row. The grid section defining the rotor was treated as a moving reference frame to simulate the blade rotation. The steady-state solution then effectively solved for the rotor, hull, and duct forces as though the rotor were frozen in time. Steady-state solutions were formed at rotor azimuthal positions of $0 \mathrm{deg}, 5 \mathrm{deg}$, $10 \mathrm{deg}, 15 \mathrm{deg}, 20 \mathrm{deg}, 25 \mathrm{deg}$, and 30 deg to simulate the variation in force as the rotor rotates. These computations were uncoupled with the stator flow (e.g., no propulsor force model was implemented into the stator flow solution).
The average stator and rotor force coefficients as computed using FLUENT ${ }^{\circledR}$ were constructed and the results were compared with the MPUF solutions in Table 1. The averages presented show the forces due to the blades alone as MPUF cannot model the hull and duct forces. Moment coefficients are defined as $C_{m}$ $=M /\left(1 / 2 \rho V^{2} \pi R_{\text {prop }}^{3}\right)$. The moments were computed about the stator leading edge. As expected, the $y$-force coefficients generated by the stator blades are near zero with negative $z$-force coefficients produced. The MPUF solutions for the blade are approximately $30 \%$ less compared with the FlUENT ${ }^{\circledR}$ solution. Accordingly, the stator $y$-moments are less as well. Significant $y$-force coefficients were generated by the rotor blade in both cases with MPUF solutions slightly higher. The $z$-forces are significantly less for the MPUF solution. These comparisons reflect the limitations of the MPUF code in computing this complex problem stated above.
Table 2 summarizes the steady rotor and stator forces for the uncoupled solution. The stator, hull, and duct forces were computed on the upstream sections only and do not include the hull and duct sections used in the rotor computations. This way, the separate forces were isolated to provide a better indication of the


Fig. 15 Rms force magnitude coefficients as a function of blade number examining the effect of skew (zero rake, (a)) and rake (30 deg skew, (b))
total forces. As can be seen, the stators produced a force coefficient on the order of -0.371 exclusively in the $z$-direction. This resulted in a $y$-moment coefficient of 0.0349 . The flow generated by the stator generates a responsive force by the hull and duct. After these effects were included, the $z$-force coefficients were diminished to -0.123 , and the $y$-moment coefficient reduced to a value of 0.0166 . As can be seen, the opposing hull/duct forces are significant.

Due to the rake and skew distribution, the rotor responds with forces in both the $y$ - and $z$-directions with corresponding moments. There is a substantial effect due to the hull and duct that increase the $y$-force coefficient from -0.0195 (blades only) to 0.1036 for the total response. The $z$-forces act in a direction op-

Table 1 Comparison of average stator and rotor forces

|  | Cfy | Cfz | Cmy | Cmz |
| :--- | :--- | :--- | :--- | ---: |
| Stator: |  |  |  |  |
| Blades only, FLUENT ${ }^{\circledR}$ | -0.0001 | -0.3710 | 0.0349 | 0.0000 |
| Blades only, MPUF | -0.0003 | -0.2673 | 0.0211 | -0.0032 |
|  |  |  |  |  |
| Rotor: |  |  |  |  |
| Blade only, FLUENT ${ }^{\circledR}$ | -0.0195 | 0.0708 | -0.0859 | -0.0900 |
| Blade only, MPUF | -0.0233 | 0.0232 | -0.0089 | -0.0567 |

posite to that generated by the stator. Still, the sum forces are substantial so that the magnitude of the force coefficient vector is 0.1091 and the moment vector is 0.0649 . To put this number in perspective, this translates to force of $6.5 \mathrm{lbs}(28.9 \mathrm{~N})$ and moment about the stator leading edge of $12.9 \mathrm{ft} \mathrm{lbs}(17.5 \mathrm{~N}-\mathrm{m})$ for a $21^{\prime \prime}(0.5334 \mathrm{~m})$ vehicle traveling at $3 \mathrm{kn}(1.54 \mathrm{~m} / \mathrm{s})$. To provide more perspective, maximum control surface forces for this same vehicle are on the order of $12 \mathrm{lbs}(53.4 \mathrm{~N})$. These values are approximately $50 \%$ of the maximum side forces produced by a UUV in a X-tail configuration.

As previously stated, the rotor was designed to produce zero thrust to minimize the coupling of the rotor on the stator flow. This assumption is only fully valid for minimal stator pitch amplitudes. As pitch amplitude is increased, significant drag is produced by the upstream stator row, which decelerates the axial velocity component. This velocity drop alters the rotor inflow so that the rotor will now produce thrust. As can be seen in Table 2, the stator $x$-force coefficient is 0.1055 for the blades alone ( $A$ $=15 \mathrm{deg}$ ) and is -0.1669 (thrust) for the rotor. When this occurs, the stator inflow velocity is increased, which further alters the stator wake velocities, which further influences the rotor response. Accordingly, a coupled flow situation is established, which was further investigated. To model this flow condition, the stator flow was computed with a momentum source distribution in the fluid

Table 2 FLUENT ${ }^{\circledR}$ average stator and rotor forces (uncoupled solution)

|  | Cfx | Cfy | Cfz | Cmx | Cmy | Cmz |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Stator: |  |  |  |  |  |  |  |
| Blades only | 0.1055 | -0.0001 | -0.3710 | 0.0007 | 0.0349 | 0.0000 |  |
| With hull and duct (fore section) | 0.1460 | 0.0005 | -0.1230 | 0.0007 | 0.0166 | -0.0004 |  |
|  |  |  |  |  |  |  |  |
| Rotor: | -0.1669 | -0.0195 | 0.0708 | -0.1064 | -0.0859 | -0.0900 |  |
| Blades only | -0.0952 | 0.1036 | 0.0902 | -0.1350 | -0.0763 | 0.0257 |  |
| With hull and duct (aft section) | 0.0508 | 0.1040 | -0.0328 | -0.1343 | -0.0598 | 0.0253 |  |
| Total |  |  |  |  |  |  |  |

Table 3 FLUENT ${ }^{\oplus}$ average stator and rotor forces (coupled solution)

|  | Cfx | Cfy | Cfz | Cmx | Cmy | Cmz |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Stator: |  |  |  |  |  |  |  |
| Blades only | 0.1134 | -0.0043 | -0.4001 | 0.0021 | 0.0373 | -0.0003 |  |
| With hull and duct (fore section) | 0.1542 | 0.0018 | -0.1412 | 0.0021 | 0.0250 | 0.0001 |  |
|  |  |  |  |  |  |  |  |
| Rotor: | -0.0686 | -0.0248 | 0.0729 | -0.0586 | -0.0816 | -0.1031 |  |
| Blades only | -0.0013 | 0.0950 | 0.0977 | -0.0883 | -0.0776 | 0.0012 |  |
| With hull and duct (aft section) | 0.1529 | 0.0968 | -0.0435 | -0.0862 | -0.0526 | 0.0013 |  |
| Total |  |  |  |  |  |  |  |

volume occupied by the rotor. Force densities were computed based on the individual rotor blade forces and total rotor volume. The stator inflow was then computed and the stator wake velocities output to establish inflow boundary conditions to the rotor. An iterative process continued until the rotor and stator forces converged to within $1 \%$.

The results are presented in Table 3. As can be seen there is a modest increase in stator blade drag forces compared with the uncoupled case ( 0.1134 versus 0.1055 ) but there is a significant reduction in the rotor thrust forces ( -0.0686 versus -0.1669 ). The total $y$-forces are slightly decreased with the total $z$-force magnitudes increased ( 0.0435 versus 0.0328 ). Interestingly, the $z$-moment coefficient becomes very small. The force magnitude for the coupled case is very close with the uncoupled case ( 0.1061 versus 0.1091 ) with lesser moment about the stator leading edge ( 0.0526 versus 0.0649 ).

## 4 Conclusions

A methodology to generate propulsor side forces has been presented. The concept utilizes a preswirl propulsor configuration with the upstream stator blades situated at varying pitch angles to generate a circumferentially varying inflow. The variation in the stator blade pitch produces a side force and also introduces an effective downwash that is ingested into the downstream rotor. The rotor then produces a side force, whose magnitude and direction is dependent on the blade number, and rake and skew parameters. Computations were performed to characterize the stator induced flow for a sinusoidal variation in the blade pitch angles. The stator inflow was then used as the velocity boundary condition for the rotor model to examine design variables including the blade number, skew, rake, and a combination of the two using a potential flow method. Steady and unsteady forces were computed and used to determine optimal blade designs in terms of maximum mean forces and minimum unsteady forces.

Variation in the upstream stator configuration and pitch amplitude greatly affected the downstream flow characteristics. It was found that a stator blade row consisting of 12 blades generated a sufficiently smooth circumferential velocity variation. This number is considered workable for actual experimental designs. Computations focused on maintaining a zero mean blade pitch angle with maximum and minimum pitch angles at maximum and minimum $y$-locations. The induced stator side forces were exclusively in the negative $z$-direction. Increases in the pitch amplitude demonstrated increased the swirl velocity variation and increased the axial velocity differential from one side of the blade row to the other in response to the increased side forces generated by the stator blade row.

The downstream rotor blade response was highly dependent on the blade shape parameters. An increase in rake increased the steady $y$-forces while decreasing the steady $z$-forces with small reductions in the unsteady forces. Increasing the skew changed the
direction of the $y$-force, but kept it small while showing little change in the $i$-force. The unsteady forces were decreased significantly. Odd blade numbers also resulted in smaller steady and unsteady forces. The design space study suggested that the optimal rotor configuration utilized nine blades, 30 deg skew, and a rake of $0.4 * R_{\text {rotor }}$. This particular case was examined using RANS with the 12 -blade, 10 deg pitch amplitude stator configuration. Significant side forces were computed with a force coefficient magnitude of 0.1061 and a moment coefficient about the stator leading edge of 0.0526 . These are equivalent to approximately half the maximum forces generated by conventional control surfaces for a 21 in . $(0.5334 \mathrm{~m})$ UUV traveling at $3 \mathrm{kn}(1.54 \mathrm{~m} / \mathrm{s})$. Both coupled and uncoupled simulations were conducted and demonstrated that the resulting thrust characteristics of the rotor were altered with little change in the side forces produced.

This technique has shown the potential to generate significant side forces from the propulsor alone. Experiments are currently underway to validate the present computations as well as to further extend the actual capabilities.
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## 1 Introduction

In open-wheel racing series, such as Formula 1 and Indy Racing, a front wing is inverted to produce downforce, that is, negative lift, leading to an enhancement of traction and cornering ability of cars. The front wing is operated in close proximity to a solid boundary, known as the ground effect regime, where different flow features are exhibited, compared with the freestream condition. Since aerodynamic performance plays a significant role in open-wheel race cars, investigations and testing are typically conducted via wind tunnel testing, computational simulations, and track-based testing [1]. Although wind tunnel testing remains a significant tool for aerodynamic development, computational fluid dynamics (CFD) plays an important role because of its efficient cost performance compared with wind tunnel testing, and the detailed flow information that is available.

The first computational investigations of an inverted wing in ground effect were performed by Katz [2] and Knowles et al. [3], using a potential flow-based panel method to simulate a singleelement wing in ground effect. Katz [2] observed an enhancement of downforce as the wing is brought closer to the ground. Previously conducted experimental investigations [4-7] show downforce reduction below the height where the maximum downforce is produced due to flow separation and breakdown of edge vortices around end plates of a wing. No downforce reduction phenomenon, however, was observed even at excessively low ride height in the study of Katz [2]; viscous effects were not simulated,

[^3]thus, no flow separation was captured. Zerihan and Zhang [8] performed a Reynolds-averaged Navier-Stokes (RANS) simulation for a two-dimensional single-element wing, using a fully structured grid with the Spalart-Allmaras (S-A) [9] and shear stress transport (SST) $k-\omega$ turbulence models. The computational results of pressure and velocity distributions were compared with their previously performed experiments $[4,10]$. The computations captured the trends of the pressure distributions at the center portion of the wing span, as well as wake characteristics. Mahon and Zhang [11] conducted a further computational analysis for the surface pressure and wake characteristics, using multiblock hybrid grids. Various types of turbulence models were compared with the results of the experiments $[4,10]$. The results of the SST $k-\omega$ model showed the most accurate prediction of the pressure distributions and force slope. For the wake flow, the realizable $k-\epsilon$ model showed the most accurate prediction. More recently, Kieffer et al. [12] examined effects of the incidence of a singleelement wing, modeling a Formula Mazda wing. The turbulence was modeled by the standard $k-\epsilon$ model. The numerical results, however, were obtained by using a fixed ground boundary, and there was no experimental validation. In addition to the computational investigations of a single-element wing, some extended studies for an inverted wing in ground effect have been conducted, including studies of a double-element wing $[3,13]$ and interactions between a wing and a rotating wheel $[14,15]$.
In the current investigation, an inverted single-element wing with vortex generators (VGs) in ground effect is computed using RANS simulations. Kuya et al. [7,16] experimentally investigated the performance and characteristics of such configuration. In this paper, the computational approach is comprehensively validated with the experimental results. The computations are then used to


Fig. 1 Computational grid of inverted single-element wing and VG
examine the detailed flow physics of the VG separation control characteristics to support the experimental studies.

## 2 Computational Modeling

2.1 Governing Equations and Turbulence Modeling. The computations are performed by solving the three-dimensional steady RANS equations. A commercial RANS solver, FLUENT 6.2 [17], which uses the finite volume method, is used here. A secondorder upwind scheme is used to interpolate values between computational nodes. The SIMPLEC pressure-velocity coupling algorithm [17] is employed.

Mahon and Zhang [11] compared various types of turbulence models using the same wing profile used here. In this study, the characteristics of an inverted wing is mainly examined at the wing ride height of $0.090 c$, and Mahon and Zhang [11] showed that the SST $k-\omega$ model presents the best prediction at the ride height in pressure distributions and wake profiles. The S-A model, however, is employed here, since it has been found that the SST $k-\omega$ model is unstable at some ride heights examined, leading to unconverged computations. The S-A model exhibits the second best performance in the work of Mahon and Zhang [11], and is originally designed for wall-bounded aerodynamic flows. In addition, Zerihan and Zhang [8] also compared the S-A and SST $k-\omega$ models using the same wing profile used by Mahon and Zhang [11] and here, and showed a comparable performance of the two models. Although one-equation models may induce a larger numerical error than two-equation models, a careful validation study is performed here so as to provide sufficient confidence of the computations, and to estimate an amount of the errors.

### 2.2 Computational Geometries and Boundary Conditions.

 Figure 1 shows a schematic of an inverted single-element wing and its coordinate used in the computations, which has the same cross section profile as the wing used in the experimental study of Kuya et al. $[7,16]$. The wing profile is based on that of a NASA GA(W) profile, type LS(1)-0413, and has a chord $c$ of 223.4 mm and a finite trailing edge of 1.65 mm . The origin of the coordinate system is set at the leading edge of the wing; the wing coordinatesare given in the study of Zerihan [18]. The ride height $h$ is defined as the distance from the lower boundary to the lowest point on the suction surface of the wing, and is varied between $0.067 c$ and $0.448 c$ in this study. The incidence $\alpha$ is measured relative to a line from the trailing edge to the most swelled point on the pressure surface, which corresponds to 2.6 deg relative to the chord line, and is fixed at 1 deg in this study, corresponding to the true incidence of 3.6 deg. A further description can be found in Refs. [7,16].

Rectangular vane type of sub-boundary layer vortex generators (SVGs) and large-scale vortex generators (LVGs) are studied here with a device height of $2 \mathrm{~mm}\left(h_{\mathrm{VG}} / c=0.009\right)$ and $6 \mathrm{~mm}\left(h_{\mathrm{VG}} / c\right.$ $=0.027$ ), respectively. Figure 2 shows a schematic of VG configurations. The VGs attached on the suction side of the wing are oriented at 15 deg relative to the streamwise direction. The trailing edge of the VGs is set at $x=120 \mathrm{~mm}$, corresponding to $x / c$ $=0.537$. The height and chord ratio of the VGs is fixed at $1: 4$, and the distance between the spanwise ends of the computational domain and the trailing edge of the VGs is fixed at $2 h_{\mathrm{VG}}$. Since the CtLVG configuration demands a grid three times wider than the other configurations in the spanwise direction, the CtLVG computational domain has additional cells along both the spanwise ends so that the grid expansion ratio from the VG is the same in both the computational domains. For the clean wing configuration, the same computational grid as the SVG configurations is used, where the computational cells for the VG are not set as a solid boundary. The computational VGs are modeled as a zero-thickness solid boundary because it is much simpler to generate, easier to modify, and can decrease the number of grid points significantly. Allan et al. [19] compared a simply modeled rectangular vane having zero thickness with a fully modeled trapezoidal vane with finite thickness. The comparison showed that the performance of the simply modeled rectangular vane is similar to that of the fully modeled trapezoidal vane, and hence, the simplified model is employed here.
A three-dimensional multiblock structured grid is used in this study. A grid generation package, Gridgen V15, is used to build the grid, and any special functions in the package are not used, although the functions may provide an optimized grid, leading to quicker convergence. The upstream boundary is modeled with a freestream velocity inlet of $30 \mathrm{~m} / \mathrm{s}$, corresponding to the Reynolds number of 450,000 , based on the wing chord. The turbulent viscosity ratio of 8 is used as a result of preliminary studies to simulate previous experimental studies of the same configuration. For the downstream boundary, a condition of zero flux diffusion is applied, where the boundary plane is extrapolated from the downstream values and there is no gradient in the streamwise direction. A no-slip boundary condition is applied to the wall boundaries, which are the wing, VGs, and lower boundary. A moving wall condition is simulated at the lower boundary where a moving velocity is equal to the freestream. The initial cell spacing on the wall boundaries is fine enough to solve the viscous sublayer of the flow on the wall properly, maintaining $y^{+}$of $O(1)$. The upper boundary is modeled with a symmetric condition. To simulate the counter-rotating VG configurations, both spanwise ends of the boundary are defined as symmetric conditions; meanwhile, periodic conditions are applied for the co-rotating VG configuration.


Fig. 2 Configurations of VGs on wing and boundary conditions at spanwise ends: (a) counter-rotating VGs and (b) co-rotating VGs


Fig. 3 Grid refinement study with clean wing configuration: (a) sectional downforce coefficient and (b) convergence ratio

As shown in Fig. 2, $z=-2 h_{\mathrm{VG}}$ and $2 h_{\mathrm{VG}}$ are referred to as $z_{a}$ and $z_{b}$ at the spanwise end boundaries for the counter-rotating VG configuration, respectively, and $z_{c}$ for the co-rotating VG configuration.

The convergence criteria for all simulations are carefully monitored, allowing the numerical residuals to decrease by $O\left(10^{-4}\right)$. Variations of downforce are lower than $O\left(10^{-6}\right)$ for the final iterations. Both two-dimensional and three-dimensional grid refinement studies have been conducted with the clean wing configuration at the ride height of $0.179 c$ regarding downforce. Figure 3 shows the grid convergence history with respect to the downforce coefficient. For the two-dimensional study, the number of cells is examined between 75,000 cells and 600,000 cells, and the grid of 150,000 cells is chosen; the difference between the finest and selected grids is less than $0.1 \%$. The three-dimensional grid study has been conducted for a grid based on the two-dimensional grid of 150,000 cells. The number of cells examined is between $1,500,000$ cells and $6,000,000$ cells, and the grid of $3,000,000$ cells is employed for the clean wing and SVG configurations; the difference between the finest and selected grids is less than $0.1 \%$. As described above, for the CtLVG configuration, 1,500,000 cells are added to the grid of the clean and SVG configurations along the spanwise ends, resulting in a total of $4,500,000$ cells. The grid for the CtLVG configuration also shows a small difference with respect to the finest grid, being less than $0.1 \%$. The size of the computational domain has been also examined. The distances from the wing to the upstream and downstream boundaries are examined between $5 c$ and $20 c$, and are respectively set as $5 c$ and $10 c$ with differences from the largest grids of less than $0.01 \%$. The distance between the upper and lower boundaries has been examined between $5 c$ and $20 c$, and is set as $10 c$ with differences from the largest grid of less than $0.05 \%$.

## 3 Results

To examine an application of RANS simulations to computations of an inverted wing with VGs in ground effect, validations of the computations against the experiments of Kuya et al. [7,16] are presented here. This is followed by the detailed investigations of the flow physics based on the computations.
3.1 Chordwise Surface Pressure Distributions. Figure 4 shows comparisons of chordwise pressure distributions of the computations and experiments on the wing of the four configurations at $h / c=0.090$. Note that the vertical lines in the figures represent the leading and trailing edges of the VGs, and the experimental results of the VG configurations are averaged in the spanwise direction. It should also be noted that the computational pressure of the counter-rotating VG configurations show distributions at two spanwise positions ( $z=z_{a}$ and $z_{b}$ ).
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s of computational and experimental chordwise surface pressure distributions on wing at h/c $=0.090$ : (a) CtSVG, (b) CtLVG, and (c) CoSVG

Table 1 Sectional downforce at $\boldsymbol{h} / \boldsymbol{c}=\mathbf{0 . 0 9 0}$

|  | Clean | CtSVG | CtLVG | CoSVG |
| :--- | :---: | :---: | :---: | :---: |
| $C_{L_{s} \text { CFD }}$ | 1.63 | 2.29 | 2.25 | 1.70 |
| $C_{L_{s}-\text { experiment }}$ | 1.91 | 2.46 | 2.37 | 1.68 |
| $\Delta C_{L_{s}}(\%)$ | -15 | -7 | -5 | 1 |

On the pressure surface, all the computations capture the general trend of the experimentally obtained distributions, while the computational values indicate underpredictions compared with the experiments. The computation of the clean wing shows flow separation at about $70 \%$ chord, characterized by a constant value region on the suction surface.

For the CtSVG configuration, the computation predicts the pressure distributions on the suction surface fairly well, including the gradient of the pressure recovery, in particular, the suction peak, while the experiments show somewhat less suction near the trailing edge. For both the counter-rotating configurations at $z$ $=z_{a}$, a spike near the leading edge of the VG is noticeable in the computations. The size of the spike is more remarkable in the CtLVG configuration. The computation of the CtLVG configuration predicts the distribution upstream of the VG relatively well, including a prediction of the suction peak, while the computations show more suction near the trailing edge. The CtSVG configuration predicts more suction on the suction surface compared with the CtLVG configuration, which is in good agreement with the experiments. Of interest here is that both the counter-rotating VG configurations show a moderate pressure recovery slope toward the trailing edge and eliminate the constant value region, indicating the reduction in flow separation.

The computations of the clean wing and CoSVG configuration show apparently similar pressure distributions, indicating the flow separation region as featured by the experimental results. Therefore, there appears little or no effect of the CoSVGs in terms of the separation control. The spike near the leading edge of the CoSVGs is smaller than that of the counter-rotating VG configurations.
3.2 Sectional Force Characteristics. The wing used in the experiments has generic end plates at both spanwise ends of the wing, and the force characteristics are affected by the edge vortices induced around the end plates. Meanwhile, the computations are performed with symmetric or periodic boundary conditions at the spanwise ends of the computational domain. The end plates, therefore, are not simulated in the computations, so the computations correspond to a simulation around the center portion of the wing where there is no effect of the edge vortices. Accordingly, a comparison of the force values of downforce and drag between the experiments and computations is not sufficient. Alternatively, a comparison of sectional downforce is presented here. The ex-
perimental sectional downforce is calculated by integrating the pressure around the center portion of the wing performed in Ref. [7].

A validation for the sectional downforce is given in Table 1, presenting the sectional downforce of the computations, experiments, and differences between them at $h / c=0.090$. The computations of the three VG configurations show reasonable prediction compared with the experiments. Although the computation of the clean wing shows the highest deviation from the experimental result, the errors of VG configurations are less than $7 \%$.
Figure 5 shows computationally calculated sectional downforce and drag of the four configurations at various ride heights. The experimental force characteristics for the full scale model are given in Ref. [7]. All the downforce curves feature the downforce enhancement phenomenon, as the ride height is decreased due to the Venturi effect. At much smaller ground clearances, the clean wing and CoSVG configuration exhibit the downforce reduction phenomenon. The CoSVG configuration produces similar or slightly higher downforce compared with the clean wing. The downforce reduction phenomenon is not observed in computations of the counter-rotating VG configurations, showing a continuous increase in downforce as the wing is brought closer to the ground. Both the counter-rotating VG configurations generate similar downforce. For the curves of the computational drag, all the computations indicate an increase in drag as the ride height decreases, as shown in the experiment [7]. The computations predict the same order of the degree of drag as the experiment with the CtLVG configuration producing the highest drag, and the clean wing producing the lowest drag.
3.3 Wake Velocity Profiles. Figure 6 shows comparisons of mean streamwise velocity profiles at $x / c=1.5$ of the four configurations at $h / c=0.090$, including the computational and experimental results. The thick and thin lines respectively indicate the computational and experimental results. The figure for the counterrotating VG configurations shows profiles at two spanwise positions ( $z=z_{a}$ and $z_{b}$ ).
All the computations overpredict in terms of the maximum velocity deficit of the wake. The boundary layer growth on the moving ground is captured well by all the computations. In the computations, the CtSVG configuration shows a larger velocity deficit compared with the clean wing and a small variance in the spanwise direction, which is in good agreement with the experimental results. The comparison between the clean wing and CtLVG configuration show that the computations can predict the general trend and correlation between the three profiles very well, showing a large variance in the spanwise direction. The computations of the CoSVG configuration shows a larger velocity deficit than the clean wing, as the experimental results show, while its difference is more apparent in the experimental results.
3.4 Streamwise Friction Distributions. Streamwise friction distributions on the suction surface of the four configurations at


Fig. 5 Characteristics of computed sectional forces at various ride heights: (a) downforce and (b) drag


Fig. 6 Comparisons of computational and experimental streamwise velocity profiles of wake at $h / c=0.090$ at $x / c=1.5$ : (a) CtSVG, (b) CtLVG, and (c) CoSVG
$h / c=0.090$ are shown in Fig. 7. Note that the vertical and horizontal lines in the figures represent the leading and trailing edges of the VGs, and the value of $C_{F_{x}}=0$, respectively.

The friction of the clean wing shows negative values downstream of $70 \%$ chord, corresponding to a region of the flow separation. The experimentally obtained separation point is at $65-80 \%$ chord of the clean wing; the wide range of the separation point is due to the strong three-dimensionality of the separated flow.

Both the counter-rotating VG configurations indicate higher values than the clean wing. This is because suction of both the counter-rotating VG configurations is stronger than that of the clean wing, and therefore, a larger amount of flow runs along the suction surface, resulting in the increase in the friction. A variance of the value in the spanwise direction is observed downstream of the VG, due to the secondary flow induced by the VG-generated vortex. The downwash toward the suction surface suppresses the flow separation, leading to higher values of the friction, as shown in the distributions at $z=z_{a}$.

The friction slope of the CtSVG configuration at $z=z_{a}$ indicates a spike around $60 \%$ chord, and decreases the value along the streamwise direction as the vortex becomes weaker downstream. Meanwhile, the upwash from the VG-generated vortex induces low friction, as indicated by the slope at $z=z_{b}$, indicating a small negative spike around $60 \%$ chord. Although the upwash weakens the friction, the value is positive at most of the regions, hence indicating a very small adverse effect.
For the CtLVG configuration, the friction is enhanced by the downwash at $z=z_{a}$ as with the CtSVG configuration. The reduced gradient of the slope downstream of $60 \%$ chord is less steep compared with the CtSVG configuration, indicating that the vortex is still dominant. The friction slope at $z=z_{b}$ shows a relatively wide range of a negative region between $60 \%$ and $87 \%$ chord, where the flow separation is enhanced by the upwash.

For the CoSVG configuration, a small variance is observed, compared with the clean wing. Although the CoSVG configuration shows the flow separation slightly further downstream compared with the clean wing, the effect for the separation control is apparently less than that of the CtSVG configuration. The separation point of the clean and CoSVG configuration is respectively observed at $70 \%$ and $75 \%$ chord.
3.5 Characteristics of VG-Generated Vortex. Figure 8 shows velocity vectors and streamwise vorticity contours at $x / c$ $=0.63,0.72$, and 0.81 of the CtSVG, CtLVG, and CoSVG configurations at $h / c=0.090$. Note that $y_{w}$ in the figures denotes the normal distance from the wing surface, and hence, the upper edge of the figures corresponds to the suction surface of the wing. $z / c=0$ is the spanwise center of the computational domain. It should also be noted that the scale of the figures for the CtLVG configuration (Fig. 8(b)) is three times larger than the other configurations due to the size difference of the computational domain.
The results presented here feature breakdown and dominance of the VG-generated vortex in the flow. At $x / c=0.63$, the velocity vectors of the CtSVG configuration show the downwash to the suction surface at the left hand side of the contour; the downwash pumps the momentum into the boundary layer flow. The vortex center moves in the positive spanwise direction as it develops downstream, and the swirling motion mostly dissipates at $x / c$ $=0.81$. Meanwhile, for the CtLVG configuration, the swirling motion of the velocity vectors can be observed even at $x / c=0.81$, indicating that the vortex is still dominant in the flow. The velocity vectors of the CoSVG configuration shows that the downwash to the suction surface is shown at $x / c=0.63$, however, the flow near the suction surface has a strong lateral component. Further downstream, the flow field is completely dominated by the lateral flow running in the positive spanwise direction. This is because the interaction between neighboring co-rotating vortices tends to cancel each other's downwash and upwash, and enhances the lateral component of the flow. Therefore, the lateral flow, rather than the swirling flow, becomes predominant.

For the streamwise vorticity contours, it is shown that the VGgenerated vortex represented by negative vorticity induces the positive vorticity region on the suction surface. The vortex center of the CtLVG configuration is further from the wing surface than that of the CtSVG configuration, and the distance from the suction surface increases as the vortex develops downstream. Of great interest is that the vortex of the CtSVG grows and breaks down as it develops downstream, while the vortex of the CtLVG shows high vorticity values even further downstream, therefore indicating that the vortex of the CtLVG is still dominant in the flow, as also shown by the velocity vectors. For the CoSVG configuration, the vortex is likely to develop in the positive spanwise direction, and the second vortex is observed at $x / c=0.72$, which is generated by a neighboring VG and develops in the positive spanwise direction due to the lateral flow. The distance between the vortex and the suction surface increases as the vortex develops downstream,


Fig. 7 Computational streamwise friction distributions on suction surface at $h / c=0.090$ : (a) counter-rotating VG configurations and (b) co-rotating configuration
and it completely detaches from the suction surface at $x / c=0.81$. The vortex size of the CoSVG configuration at $x / c=0.63$ is smaller than the other configurations.

## 4 Discussion

The computations exhibit good agreement with the experiments $[7,16]$ to simulate the flow around an inverted single-element wing with VGs in ground effect. Among the validated computations, the flow field surveys, including the streamwise friction distributions, velocity vectors, and streamwise vorticity contours, reveal the characteristics of the VG-generated vortex in the flow well. The computed force characteristics show that both the counter-rotating VG configurations can delay the onset of the downforce reduction phenomenon due to the suppression of flow separation, and produce higher downforce than the clean wing.

The vortex generated by the CtSVGs grows in size and breaks down as it develops downstream, reducing the swirling motion. This feature is in very good agreement with the result of the surface flow visualization in the experiment [16]. The computed streamwise friction also shows the decay of the vortex generated by the CtSVG in the streamwise direction. Lin [20] suggested that effective separation control is provided when VG-generated vortices are just strong enough to overcome separation, but are not so strong that they dominate in the flow further downstream, passing after an initial separation point. According to this criterion, the CtSVG configuration investigated here exhibits the best performance in terms of separation control. The computed streamwise friction provides further evidence of the advantage of the CtSVG. The downwash toward the suction surface induced by the VGgenerated vortex increases the friction on the surface, helping to suppress the flow separation. Meanwhile, the upwash should have an adverse effect on the separation control. The friction distributions at $z=z_{b}$, however, indicates a very small region of negative friction, and therefore, the unfavorable effect of the CtSVG caused by the upwash is rather small.

The vortex generated by the CtLVG shows high vorticity even further downstream, indicating the dominance of the vortex. This strong vortex significantly affects the flow in the spanwise direction. The downwash induced by the CtLVG makes the flow attach on the suction surface at $z=z_{a}$, as with the CtSVG configuration, as observed in the result of the surface flow visualization in Ref. [16]. Indeed, the downwash induced by the CtLVGs might be more effective than that generated by the CtSVGs, but the unfavorable effect caused by the upwash induced by the CtLVGs at $z=z_{b}$ significantly reduces the wing performance due to the acceleration of flow separation on the suction surface. The friction distribution also shows the unfavorable effect of the upwash induced by the CtLVG configuration; a wider negative friction region with lower values compared with the clean wing at $z=z_{b}$. The greater strength of the vortex generated by the CtLVGs is also shown by the wake survey of the VGs, showing the dominance of the swirling flow downstream.

The flow field behind the CoSVG is dominated by the lateral flow component rather than the swirling flow, and the vortex quickly dissipates as it develops downstream. This lateral flow is identified in the result of the surface flow visualization in Ref. [16], where the spanwise flow pattern appeared. This is because the interaction between neighboring co-rotating vortices tends to cancel each other's downwash and upwash, accelerating the decay of the vortices and enhancing the lateral component of the flow. Therefore, the CoSVG configuration has a lesser effect on separation control than the counter-rotating configurations in the current investigation. The quicker decay of the vortices induced by the CoSVGs, compared with the CtSVGs captured here, is in good agreement with the investigation of Pauley and Eaton [21]. These results suggest that wider device spacing between each vane could induce more effective co-rotating vortices on the separation control, such that the interaction becomes less effective. In summary, the computational investigation reveals aerodynamic characteristics of an inverted single-element wing with VGs in ground effect,


Fig. 8 Characteristics of VG-generated vortex in cross plane at $h / c=0.090$ at $x / c$ $=0.63,0.72$, and 0.81: (a) CtSVG, (b) CtLVG, and (c) CoSVG
and advantages of a use of the CtSVG configuration is presented for the separation control, supported by a number of detailed physical evidences.

## 5 Concluding Remarks

Three-dimensional computations of an inverted single-element wing with VGs in ground effect are performed by steady RANS simulations, and the following conclusions are drawn.

- Validation for the computations is demonstrated, regarding force, pressure, and wake characteristics compared with experiments. The computations show good agreement with the experimental results, confirming the applicability of the computational approach used.
- The clean wing shows flow separation downstream of $70 \%$ chord, represented by a constant pressure region on the suction surface. Both the counter-rotating VG configurations, however, show a moderate pressure recovery slope toward
the trailing edge and eliminate the constant value region, indicating elimination or reduction in flow separation.
- The computed force characteristics at $\alpha=1$ deg show that both the counter-rotating VG configurations can delay the onset of the downforce reduction phenomenon due to the suppression of the flow separation, and produce higher downforce than the clean wing at low ride heights.
- Variances of the friction in the spanwise direction are observed downstream of the counter-rotating VGs due to the secondary flow induced by the VG-generated vortices. The downwash on the suction surface induces higher values of the friction suppressing the flow separation; meanwhile, the upwash induces low friction. The adverse effect of the upwash regarding the separation control is negligibly small in the CtSVG configuration; meanwhile, the upwash generated by the CtLVGs induces obvious unfavorable effects. The CoSVG configuration exhibits a very small difference of the friction distribution compared with the clean wing, however,
the CoSVG configuration shows the flow separation slightly further downstream.
- The flow field survey downstream of the VGs features the breakdown and dominance of the VG-generated vortex in the flow. The vortex generated by the CtSVGs grows in size and breaks down as it develops downstream, while the vortex generated by the CtLVGs shows high vorticity even further downstream, indicating the dominance of the vortex in the flow.
- The flow field behind the CoSVGs is dominated by a lateral flow, having the spanwise flow component rather than a swirling flow, and the vortex quickly dissipates as it develops downstream. This is because the interaction between neighboring co-rotating vortices is likely to enhance the lateral component of the flow. Due to this behavior of the vortex, the CoSVG configuration exhibits less effect in terms of the separation control than the other VG configurations in the current study.
- The computational investigation performed here reveals aerodynamic characteristics of an inverted single-element wing with VGs in ground effect, and highlights the advantages of using the CtSVG configuration for flow separation control.
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## Nomenclature

## Roman Symbols

$C_{D_{s}}=$ sectional drag coefficient $\left(=2 D_{s} / \rho U_{\infty}^{2} c\right)$
$C_{F_{x}}=$ streamwise friction coefficient $\left(=2 \tau_{x} / \rho U_{\infty}^{2}\right)$
$C_{L_{s}}=$ sectional downforce coefficient $\left(=2 L_{s} / \rho U_{\infty}^{2} c\right)$
$C_{P}=$ pressure coefficient $\left(=2\left(p-p_{\infty}\right) / \rho U_{\infty}^{2}\right)$
$c=$ wing chord
$D_{s}=$ sectional drag
$h=$ wing ride height
$h_{\mathrm{VG}}=$ device height of vortex generator
$L_{s}=$ sectional downforce
$p=$ pressure
$p_{\infty}=$ freestream static pressure
$U_{\infty}=$ freestream velocity
$u_{i}=$ Cartesian components of velocity: streamwise, lateral, and spanwise directions $(=u, v, w)$
$x_{i}=$ Cartesian tensor system: streamwise, lateral, and spanwise directions $(=x, y, z)$
$y_{w}=$ distance from wall or wing surface
$y^{+}=$normalized wall distance
$z_{a}, z_{b}, z_{c}=$ spanwise ends of computational domain

## Greek Symbols

 $\alpha=$ wing incidence$$
\begin{aligned}
\rho= & \text { density } \\
\tau_{x}= & \text { streamwise wall shear stress } \\
\Omega_{x}= & \text { nondimensional streamwise vorticity }(=(\partial w / \partial y \\
& \left.-\partial v / \partial z) c / U_{\infty}\right)
\end{aligned}
$$

## Glossary

$$
\begin{aligned}
\text { CoSVG } & =\begin{array}{l}
\text { co-rotating sub-boundary layer vortex } \\
\text { generator }
\end{array} \\
\text { CtLVG } & =\text { counter-rotating large-scale vortex generator } \\
\text { CtSVG } & =\text { counter-rotating sub-boundary layer vortex } \\
& \text { generator } \\
\text { S-A } & =\text { Spalart-Allmaras }
\end{aligned}
$$
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# Comparison of Experiments and Simulation of Joule Heating in ac Electrokinetic Chips 


#### Abstract

ac electrokinetic manipulations of particles and fluids are important techniques in the development of lab-on-a-chip technologies. Most of these systems involve planar microelectrode geometries, generating high strength electric fields. When these fields are applied to a dielectric medium, Joule heating occurs. Understanding electrothermal heating and monitoring the temperature in these environments are critical for temperaturesensitive investigations including biological applications. Additionally, significant changes in fluid temperature when subjected to an electric field will induce electrohydrodynamic flows, potentially disrupting the intended microfluidic profile. This work investigates heat generated from the interaction of ac electric fields and water at various electrical conductivities (from $0.92 \mathrm{mS} / \mathrm{m}$ to $390 \mathrm{mS} / \mathrm{m}$ ). The electrode geometry is an indium tin oxide (ITO) electrode strip $20 \mu m$ wide and a grounded, planar ITO substrate separated by a $50 \mu \mathrm{~m}$ spacer with microfluidic features. Laser-induced fluorescence is used to measure the experimental changes in temperature. A normalization procedure that requires a single temperature-sensitive dye, Rhodamine $B(R h B)$, is used to reduce uncertainty. The experimental electrothermal results are compared with theory and computer simulations. [DOI: 10.1115/1.4000740]


## 1 Introduction

Micro-electrode structures are used in ac electrokinetics to generate strong electric fields for manipulating suspended micro- and nanoparticles as well as fluids in lab-on-a-chip systems. One such electrokinetic technique, dielectrophoresis (DEP), is used as a noninvasive means to selectively manipulate and capture suspended particles in microfluidic devices [1]. When conductive, electrically neutral particles are subjected to an electric field, they will polarize, inducing applied moments on the particle. If the electric field is nonuniform, there will be an imbalance of moments, resulting in DEP and particle translation. The strength and direction of the DEP forces are dependent on the dielectric properties of the particle and fluid, as well as on the electric field strength. DEP has been used to manipulate micro- and nanometersized particles [2,3] as well as DNA [4], viruses [5], and bacteria [6]. ac electroosmosis (ACEO) is another electrokinetic technique referring to the electrokinetic pumping of ionic fluids using ac signals $[7,8]$. The tangential component of the electric field near the electrode interface acts upon charges in the double layer, resulting in fluid motion. Fluid velocities in the order of $\mathrm{mm} / \mathrm{s}$ can be achieved with an applied potential of a few V [8].

The strong electric fields necessary for DEP and ACEO are typically generated with fabricated, micrometer-sized electrodes and with an applied ac signal using commercially available benchtop signal generators. Various electrode geometries are used for DEP and ACEO, including interdigitated, comblike structures [ $6,7,9]$ for fluid and particle manipulation and single-particle DEP trapping arrangements such as point-and-lid [10], quadruple [11], and octopole $[12,13]$ electrodes. The applied ac signals for DEP and ACEO are typically $0-20 \mathrm{~V}$ and frequencies typically between 1 kHz and 10 MHz . The dielectric properties of the fluid medium are dependent on the specific application. Electrical conductivities of the fluid range from deionized (DI) water $(\sim 5.0 \mu \mathrm{~S} / \mathrm{m})$ to

[^4]biological growth media ( $>1 \mathrm{~S} / \mathrm{m}$ ). DEP experiments incorporating low-conductivity growth media and bacteria have also been reported [14].
These strong electric fields will act on the conducting fluid medium, resulting in Joule heating. This could harm temperaturesensitive biological samples. In addition, the heating changes the conductivity and permittivity of the fluid-the applied electric field will act on these dielectric gradients resulting in electrothermal fluid motion [15-18]. Both Joule heating and electrothermal fluid pumping could be unwanted effects for electrokinetic lab-on-a-chip systems.

It is important to monitor the effects of Joule heating in electrokinetic microsystems. There are a variety of temperature measuring techniques that have been incorporated at this scale [19]. Thermocouples can be incorporated into the microchannel [20] or can be fabricated on the channel surface [21,22]. Similarly, resistance temperature detectors have been used to monitor heat transfer, with their resistive elements fabricated along the microchannel surface $[23,24]$. Each of these techniques, however, requires precisely controlled fabrication. Thermochromic liquid crystals (TLCs) have also been used for temperature measurements due to their unique, temperature-dependent optical properties. TLC slurries and paints can achieve measurement resolution to approximately $1 \mu \mathrm{~m}$ [25] while encapsulated crystals have been used for simultaneous velocity and temperature measurements [26] as well as transient temperature measurements [27,28]. Infrared thermography has been used to measure the boiling characteristics in microchannels [29,30]. However, infrared thermography can only be used to measure surface temperatures.
Particles exhibit random movement due to their interaction with liquid molecules, a phenomenon called Brownian motion. The suspended particle's displacement due to Brownian motion is proportional to temperature. Both microscale particle tracking and particle image velocimetry thermometry techniques have been adapted in order to measure Brownian motion and determine temperature [31-34]. However, these techniques were not implemented for our experiments as the translation of the tracer particles was affected by DEP and electrokinetic hydrodynamics. Due to these hindrances, an alternate nonintrusive temperature measurement method that did not use tracer particles was chosen.

Among the various methods available, laser-induced fluorescence (LIF) is capable of making nonintrusive temperature measurements within a volume of liquid. For LIF thermometry, the temperature-dependent fluorescent intensity of dyes is utilized to measure temperature. LIF has been used at the microscale previously [35-37]. Two dyes can be used to eliminate uncertainty due to nonuniform illumination [38-40], where the temperatureinsensitive dye is used to normalize the intensity of the temperature-sensitive dye. In general, Rhodamine $B(R h B)$ and Rhodamine 110 (Rh110) are used as the temperature-dependent and temperature-independent dyes, respectively. This normalized technique is referred to as the ratiometric laser-induced fluorescence thermometry (R-LIFT) method or the dual emission laserinduced fluorescence (DELIF) method. We have used the R-LIFT method previously for microscale fluid investigations [41]. Here, a normalization procedure that requires a single dye, first used by Ross et al. [37] to measure Joule heating for electroosmotic flow, was applied. What differentiates the present investigation from previous work [37] is the comparison of temperature measurements to numerical simulations for Joule heating in ac electrokinetic chips.

## 2 Electrothermal Theory

In order to estimate the temperature rise due to Joule heating the energy balance equation needs to be solved $[17,18]$ as follows:

$$
\begin{equation*}
\left.\rho_{m} c_{p}(\partial T / \partial t+(v \cdot \nabla) T)=k \nabla^{2} T+\left.\langle\sigma| \boldsymbol{E}\right|^{2}\right\rangle+Q \tag{1}
\end{equation*}
$$

where $\rho_{m}$ is mass density, $c_{p}$ is the heat capacity, $T$ is temperature, $v$ is velocity, $k$ is thermal conductivity, $\sigma$ is the electrical conductivity of the liquid, $E$ is the electric field, and $Q$ is a heat source. This equation can be simplified for ac electrokinetic microsystems. The applied ac electric field produces an oscillating temperature component. Scaling analysis by Ramos et al. [17] demonstrated that for a characteristic length scale of $20 \mu \mathrm{~m}$ (the width of electrodes used herein) thermal equilibrium is established within 1 ms of applying the electric field. Therefore, the oscillating temperature component can be neglected for frequencies greater than 1 kHz . Heat convection is negligible when compared with heat conduction as shown with a dimensional analysis of the second term in Eq. (1),

$$
\begin{equation*}
\left|\rho_{m} c_{p}(v \cdot \nabla) T\right|\left|\left|k \nabla^{2} T\right| \approx \rho_{m} c_{p} v l / k \leq 0.07\right. \tag{2}
\end{equation*}
$$

where $l$ is the characteristic length of the system $(l<100 \mu \mathrm{~m})$ and the variables are $c_{p}=4.18 \times 10^{3} \mathrm{~J} \mathrm{~kg}^{-1} \mathrm{~K}^{-1}, \quad k$ $=0.6 \mathrm{~J} \mathrm{~m}^{-1} \mathrm{~s}^{-1} \mathrm{~K}^{-1}, \quad \rho_{m}=1000 \mathrm{~kg} \mathrm{~m}^{-3}, \quad$ and $\quad v<100 \mu \mathrm{~m} / \mathrm{s}$ [17,18]. This ratio of convective to conductive heat transfer is a form of the Nusselt number. Further, if we assume that the electric field is the only source of generated heat $(Q=0)$, then Eq. (1) simplifies to

$$
\begin{equation*}
\left.k \nabla^{2} T+\left.\langle\sigma| \boldsymbol{E}\right|^{2}\right\rangle=0 \tag{3}
\end{equation*}
$$

This equation is used in numerical models to calculate Joule heating for the microsystem.

A similar nondimensional analysis can be applied to the above expression [17],

$$
\begin{equation*}
k \Delta T / l^{2} \approx \sigma V_{\mathrm{rms}}^{2} / l^{2} \rightarrow \Delta T \approx \sigma V_{\mathrm{rms}}^{2} / k \tag{4}
\end{equation*}
$$

The above analysis shows that the change in temperature is proportional to the conductivity of the fluid medium ( $\sigma$ ) and proportional to voltage squared $\left(V^{2}\right)$. These electrothermal trends will be compared with the results from numerical simulations and experiments.

## 3 Theory of LIF Thermometry

For laser-induced fluorescence, the dependence of fluorescence radiation $I_{f}$ on the concentration of the dye $C$ can be expressed with

$$
\begin{equation*}
I_{f}=\beta_{c} \phi I_{0}\left(1-e^{-\varepsilon b C}\right) \tag{5}
\end{equation*}
$$

where $\beta_{c}, \phi, I_{0}, \varepsilon$, and $b$ are the collection efficiency, quantum efficiency, incident irradiation, molar absorptivity, and absorption path length, respectively. Equation (5) can be simplified at low concentrations of the dye, when less than $5 \%$ of the incident irradiation is absorbed,

$$
\begin{equation*}
I_{f}=\beta_{c} \phi I_{0} \varepsilon b C \tag{6}
\end{equation*}
$$

Factors such as photobleaching, nonuniform illumination, nonuniform dye concentration, and fluctuations of light can all affect LIF measurements. Uncertainty due to illumination variations can be minimized using the two-color LIF method and ratiometric normalization methods. Typically RhB is the temperaturesensitive dye and Rh110 is the temperature-insensitive dye. However, Rh110 is, in fact, temperature-dependent $\left(\sim 0.1 \% \mathrm{~K}^{-1}\right)$, just not as strongly as $\mathrm{RhB}\left(\sim 2.0 \% \mathrm{~K}^{-1}\right)$ [39]. The ratio of their fluorescent intensities can be written as

$$
\begin{equation*}
I_{\mathrm{RhB}} / I_{\mathrm{Rh} 110}=\frac{\beta_{\mathrm{CRhB}} \phi_{\mathrm{RhB}} \varepsilon_{\mathrm{RhB}} C_{\mathrm{RhB}}}{\beta_{\mathrm{CRh} 110} \phi_{\mathrm{Rh} 110} \varepsilon_{\mathrm{Rh} 110} C_{\mathrm{Rh} 110}} \tag{7}
\end{equation*}
$$

This expression is independent of incident irradiation $\left(I_{0}\right)$ and absorption path length (b). The absorption spectral intensity ratio and the molar absorptivity ratio are nearly temperatureindependent while the quantum efficiency ratio depends on temperature. If the fluorescence of the dyes does not depend on the pH of the solution, then this intensity ratio is only dependent on temperature for a fixed concentration ratio [42]. Proper R-LIFT measurements require careful calibration to correlate the fluorescence intensity ratio of the dyes to the temperature of the fluid.
The calculated normalized image $I_{\text {NR-LIFT }}$ for the R-LIFT can be expressed as

$$
\begin{equation*}
I_{\mathrm{NR}-\mathrm{LIFT}}=\frac{I_{\mathrm{RhB}} / I_{\mathrm{Rh} 110}}{I_{0-\mathrm{RhB}} / I_{0-\mathrm{Rh} 110}} \tag{8}
\end{equation*}
$$

where $I_{0-\text { Rhb }}$ and $I_{0-\text { Rh11 }}$ denote images for the two dyes at the reference temperature, and $I_{\mathrm{Rhb}}$ and $I_{\mathrm{Rh} 110}$ are images for the two dyes at the measurement temperature. Assuming Rh110 is temperature-independent the image at the reference temperature $I_{0-\mathrm{Rh} 100}$ will be identical with the image at the measurement temperature $I_{\text {Rh } 100}$. Equation (8) can be simplified to

$$
\begin{equation*}
I_{\mathrm{N}-\mathrm{LIFT}}=I_{\mathrm{RhB}} / I_{0-\mathrm{RhB}} \tag{9}
\end{equation*}
$$

where a single image for the temperature-dependent dye at a reference temperature can be used to account for the nonuniform illumination as well as the normalization process. This normalization process, first utilized by Ross et al. [37], will be called N -LIFT to differentiate it from the NR-LIFT method. Since a single reference image is sufficient for all measurements, this method can be used to make instantaneous measurements with a single camera. The measurement region in the reference image needs to be identical to that in the measurement region. Also, if the optical path length changes during the experiment, this method cannot be used. The N-LIFT method is used here to determine the temperature of the fluid in a microsystem due to Joule heating in an ac electrokinetic chip.

## 4 Experimental

Experiments were conducted in a standard microparticle image velocimetry ( $\mu$ PIV) setup, as illustrated in Fig. 1. It consists of an upright microscope (Nikon Eclipse, ME600), an interline transfer charge coupled device (CCD) camera (Roper Scientific Photometrics, CoolSNAP HQ), and a Nikon mercury-arc lamp was used as the illumination source. Images were acquired with METAMORPH imaging software. Laser grade RhB (Acros Organics, Geel, Belgium) was dissolved in different conductivities of water. The dye was mixed in 1 ml of methanol beforehand to increase its solubility in water. The fluid samples were further prepared by dissolving


Fig. 1 LIF thermometry experimental setup
different amounts of sodium chloride $(\mathrm{NaCl})$ to change its electrical conductivity. Five samples were prepared (one without NaCl ) and their conductivity was measured with a bench-top conductivity meter (Denver Instruments, Model 220). The RhB dye was excited with a filter $(\lambda \sim 542 \mathrm{~nm})$ attached to the front of the mercury-arc lamp.

The calibration experiments were conducted in a $400 \mu \mathrm{~m}$ square glass microchannel (Vitrocom, Inc., Mountain Lakes, NJ) submerged in a well machined from an aluminum block. The capillary was filled with the dye solution, sealed on both ends, and placed in the well. DI water filled the well and was sealed on top with an acrylic plate. The aluminum block was heated using a thermofoil resistance heater (Minco Products, Inc., Minneapolis, MN ) and was enclosed in an insulating material. The temperature of the water bath $\left(24-68^{\circ} \mathrm{C}\right)$ was measured with a thermal couple at temperature intervals of $2^{\circ} \mathrm{C}$. The setup reached equilibrium temperature in approximately $10-15 \mathrm{~min}$, at which the thermocouple showed a steady temperature reading.

The test chip is illustrated in Fig. 2. The top substrate is a transparent, electrically conductive indium tin oxide (ITO) coated glass substrate ( 0.71 mm thick) with fluidic ports manually drilled. The opposite substrate consists of four independently addressable ITO micro-electrode strips $20 \mu \mathrm{~m}$ wide, 3 mm long, and spaced by $20 \mu \mathrm{~m}$. These ITO microband chips were commercially available (ABTECH Scientific Inc., Richmond, VA). The sheet resistance $\left(R_{s}\right)$ of the ITO was specified by the manufacturer to be $10 \Omega / \mathrm{sq}$. A microchannel was cut into a double-sided adhesive tape (Adhesives Research Inc., Glen Rock, PA) and provided a $50 \mu \mathrm{~m}$ spacer between the ITO substrates. The microchannel was approximately 1 mm wide and ran perpendicular to the length of the electrode strips. An ac signal $\left(0-25 \mathrm{~V}_{\mathrm{pp}}, 1.0\right.$


Fig. 2 ac electrokinetic chip for N-LIFT experiments


Fig. 3 Schematic of the electrical and thermal problem space and boundary conditions for the numerical model

MHz ) was applied across one electrode strip to a grounded ITO plane. The applied frequency of 1.0 MHz was chosen to prevent electrolysis that might otherwise have occurred at lower frequencies for our experiments [18].
The temperature of the fluid medium was measured using a thermocouple and this value was used as the reference temperature. The fluid was manually injected into the chip and then adjusted until no bulk fluid motion was observed. At this time a reference temperature image ( $I_{0-\mathrm{RhB}}$ ) was acquired. An ac signal was applied and, after a 1 min delay, five images were acquired within a 1 s time period. The fluorescent intensity of these images was averaged for a single temperature image ( $I_{\mathrm{RhB}}$ ). The signal was turned off and fresh solution was injected for the next trial. This process was repeated for each fluid conductivity sample ( $\sigma$ $=0.918,104,200,319,390 \mathrm{mS} / \mathrm{m}$ ) and each applied voltage ( $V_{0}$ $=5,10,15,20,25 \mathrm{~V}_{\mathrm{pp}}$ ).

## 5 Numerical Model

COMSOL MULTIPHYSICS was used for numerical modeling of the electrokinetic chip and simulate Joule heating. The problem space and boundary conditions for the electrical and thermal problems are modeled similarly to the work by Green et al. [16], and is shown schematically in Fig. 3. The thickness of the glass layers is 0.71 mm and fluid-filled spacing is $50 \mu \mathrm{~m}$. Due to symmetry, the simulation is half of the electrokinetic chip, with only $10 \mu \mathrm{~m}$ of the electrode strip used. The width ( $x$-direction) of the simulation space is extended until minimal changes in the numerical results were noticed ( $>1.0 \mathrm{~mm}$ ).

The thermal and electrical problems are decoupled since induced fluid convection does not contribute to the thermal problem. The electrical problem is bounded to within the fluid medium. The Laplace equation for a potential $(\phi)$ in a homogeneous medium is first solved with [16]

$$
\begin{equation*}
\nabla^{2} \phi=0, \quad E=-\nabla \phi \tag{10}
\end{equation*}
$$

The boundary condition for the electrode strip $V_{0}$ refers to the rms value of the applied potential.
The ITO traces of the experimental chip cause a loss in the applied electric field. Electrical resistance of the ITO will reduce the applied potential $\left(V_{o}\right)$ by a factor $\left(E_{\mathrm{rel}}\right)$. The geometry of the independently addressable ITO electrodes was incorporated into a computer model to determine this loss. This model included the ITO-coated glass and the liquid medium between the substrates.

For medium conductivities $0.918 \mathrm{mS} / \mathrm{m}, 104 \mathrm{mS} / \mathrm{m}, 200 \mathrm{mS} / \mathrm{m}$, $319 \mathrm{mS} / \mathrm{m}, 390 \mathrm{mS} / \mathrm{m}$, and $1 \mathrm{~S} / \mathrm{m}$, the calculated values of $E_{\text {rel }}$ were $0.99,0.92,0.86,0.81,0.78$, and 0.64 , respectively. $E_{\text {rel }}$ decreased with increasing fluid conductivity. This trend was ex-


Fig. 4 Normalized fluorescence intensity for RhB
pected as the resistance across the medium decreases with larger fluid conductivities, resulting in a reduced value of the potential applied across the liquid. From Eq. (4) it is expected that the increase in temperature is proportional to the conductivity of the fluid; however, incorporation of $E_{\text {rel }}$ will result in a nonlinear relationship. The manufactured ITO had a sheet resistance of $10 \Omega / \mathrm{sq}$; if gold or a more conductive material was used for the electrodes there would be less electrical loss, leading to increased $E_{\text {rel }}$ values.
The applied voltage in the numerical model was multiplied by this factor $\left(\phi=E_{\text {rel }} V_{0}\right)$. After solving for the electric field, this value was used to solve the thermal problem in Eq. (3) with the values of the thermal conductivity $(k)$ of water and glass being set at $0.6 \mathrm{~J} \mathrm{~m}^{-1} \mathrm{~s}^{-1} \mathrm{~K}^{-1}$ and $1.0 \mathrm{~J} \mathrm{~m}^{-1} \mathrm{~s}^{-1} \mathrm{~K}^{-1}$, respectively.

## 6 Results and Discussion

The fluorescent intensity of the calibration images was normalized with the image acquired at room temperature $\left(24^{\circ} \mathrm{C}\right.$, arbitrarily chosen) and shown in Fig. 4. The calibration data were


Fig. 5 A portion of the numerical simulation showing the increase in temperature due to Joule heating for a fluid sample with conductivity $\sigma=\mathbf{2 0 0} \mathbf{~ m S} / \mathrm{m}$ and applied voltage $V=20 \mathrm{~V}_{\mathrm{pp}}$

Table 1 Maximum temperature change from numerical simulations and experiments

| Conductivity (mS/m) | Change in temperature |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Simulations ( $T_{0}=300 \mathrm{~K}$ ) |  |  |  |  | Experiment |  |  |  |  |
|  | Applied voltage ( $\mathrm{V}_{\mathrm{pp}}$ ) |  |  |  |  | Applied voltage ( $\mathrm{V}_{\mathrm{pp}}$ ) |  |  |  |  |
|  | 5 | 10 | 15 | 20 | 25 | 5 | 10 | 15 | 20 | 25 |
| $0.918^{\text {a }}$ | 0.004 | 0.015 | 0.035 | 0.061 | 0.096 | 0.3 | -0.4 | -0.5 | 3.3 | 0.8 |
| 104 | 0.37 | 1.47 | 3.31 | 5.89 | 9.20 | 0.4 | 2.2 | 4.3 | 6.1 | 10.5 |
| 200 | 0.62 | 2.49 | 5.61 | 9.97 | 15.57 | 1.1 | 1.3 | 4.6 | 9.6 | 14.1 |
| 319 | 0.87 | 3.47 | 7.82 | 13.9 | 21.7 | 0.3 | 2.3 | 6.4 | 12.1 | 19.7 |
| 390 | 0.99 | 3.97 | 8.93 | 15.9 | 24.8 | 1.8 | 3.9 | 10.0 | 17.2 | 26.6 |
| 1000 | 1.70 | 6.81 | 15.3 | 27.2 | 42.6 |  |  |  |  |  |

${ }^{\mathrm{a}} \mathrm{No} \mathrm{NaCl}$ was added to the RhB solution.


Fig. 6 (a) N-LIFT results showing the temperature increase in the medium $(\sigma=200 \mathrm{mS} / \mathrm{m})$ above the electrode strip at $25 \mathrm{~V}_{\mathrm{pp}}$ (b) Averaged temperature values across the strip.
fitted to an exponential decay, and this curve was used to determine the measured temperature from acquired images.

Numerical simulations were conducted for each of the five experimental fluid conductivities and five applied voltages. A zoomed-in plot for one of the simulations $\left(200 \mathrm{mS} / \mathrm{m}, 20 \mathrm{~V}_{\mathrm{pp}}\right)$ is shown in Fig. 5. The maximum temperature increase occurs at the interface of the electrode strip. The maximum value for the temperature increase from numerical simulations was recorded and compared with the maximum value obtained from experimental measurements (Table 1).

Figure $6(a)$ shows a normalized image obtained from N-LIFT (top-view) with the electrode strip running vertically along the length of the image for $\sigma=200 \mathrm{mS} / \mathrm{m}$ and $V=25 \mathrm{~V}_{\mathrm{pp}}$. The temperature values perpendicular to the electrode strip were averaged, Figure $6(b)$ shows the resulting temperature profile. The maximum temperature increase was recorded and compared with numerical simulations (Table 1).

Table 1 shows the maximum temperature change from both numerical simulations and experiments. To illustrate the Joule heating trends of these obtained values, Fig. 7 shows the temperature increase plotted against voltage squared $\left(\mathrm{V}_{\mathrm{pp}}{ }^{2}\right)$ for each conductivity, and Fig. 8 has temperature increase versus medium conductivity. Experimental measurements are shown with points while numerical simulation values are shown with a solid line and labeled with parentheses.

The experimental data follow the expected trend that temperature is proportional to the square of the applied voltage $\left(\mathrm{V}^{2}\right)$.


Fig. 7 Obtained maximum change in temperature values versus voltage squared obtained from N-LIFT experiments (data points) and numerical simulations (lines)

Theory also states that temperature change is proportional to fluid conductivity; however, the resulting curve (Fig. 8) is nonlinear due to the loss of the applied field to the ITO traces. The loss in electric field increased with greater fluid conductivity. Joule heating is negligible for the fluid sample with conductivity 0.918 $\mathrm{mS} / \mathrm{m}$, and trends could not be identified with LIF thermometry. In addition, simulations calculated the expected increase in temperature for this low conductive solution at $25 \mathrm{~V}_{\mathrm{pp}}$ was less than $0.1^{\circ} \mathrm{C}$. The maximum measured temperature change of $26.6^{\circ} \mathrm{C}$ occurred with the $390 \mathrm{mS} / \mathrm{m}$ fluid sample at $25 \mathrm{~V}_{\mathrm{pp}}$. However, typical biological growth media have conductivities greater than 1 S/m. For example, phosphate-buffered saline (PBS) and Dulbecco's modified eagle medium (DMEM) each have an electrical conductivity greater than $1 \mathrm{~S} / \mathrm{m}$ [43]. Numerical simulations calculated a temperature increase of almost $1.7^{\circ} \mathrm{C}$ for a $1 \mathrm{~S} / \mathrm{m}$ sample at $5 \mathrm{~V}_{\mathrm{pp}}$ and over $42^{\circ} \mathrm{C}$ at $25 \mathrm{~V}_{\mathrm{pp}}$ (Table 1). Therefore any temperature-sensitive electrokinetic microsystem with biological growth media or other high-conductivity fluid needs to be carefully monitored for Joule heating.


Fig. 8 Obtained maximum change in temperature values versus conductivity obtained from N-LIFT experimental measurements (data points) and numerical simulations (lines)

Electrokinetically induced fluid flow was readily observed visually for all but the least conductive fluid sample with applied voltages of $20 \mathrm{~V}_{\mathrm{pp}}$ and $25 \mathrm{~V}_{\mathrm{pp}}$. This fluid flow is a combination of electrothermal hydrodynamics and ACEO. Microfluidic measurement techniques such as $\mu$ PIV could be utilized to quantify and characterize this electrokinetic fluid velocity. The aim of future experiments will investigate the impact of Joule heating on electrokinetically induced flow. This flow can disrupt any intended fluid flow in microfluidic systems, especially at high applied voltages.

The thermal noise present in the camera and the uncertainty involved in the calibration curve are the two main sources of error in this technique. The uncertainty involved in the calibration curve represents the accuracy of the method while the thermal noise represents the variation in the measurements. The error involved in the measurement of temperature $e_{T}$ can be expressed as

$$
\begin{equation*}
e_{T}= \pm\left\{\left(e_{C}\right)^{2}+\left(e_{N}\right)^{2}\right\}^{1 / 2} \tag{11}
\end{equation*}
$$

where $e_{C}$ is the error involved in the calibration curve and $e_{N}$ is error due to thermal noise. The error due to the thermal noise $e_{N}$, defined as the standard deviation of the single-pixel measurement, was $\pm 1.1^{\circ} \mathrm{C}$ for the N-LIFT method. The uncertainty involved in the calibration curve depends on the difference between the normalization temperature and the measured temperature increases. The mean uncertainty involved in the calibration curve $e_{C}$ was measured to be $\pm 0.6^{\circ} \mathrm{C}$. The total error in the measurement of temperature was estimated to be $\pm 1.25^{\circ} \mathrm{C}$ for the N-LIFT method. This uncertainty is less than measurements with a similar, two-color normalization method (NR-LIFT) under similar experimental conditions. Additional error is introduced with the NRLIFT method from single-pixel measurements of both dyes, as opposed to one dye in the method described herein. In addition, Rh110 is slightly temperature-dependent ( $\sim 0.2 \% /{ }^{\circ} \mathrm{C}$ ), introducing additional error, especially at higher temperatures. Therefore, the N-LIFT method has less uncertainty than the NR-LIFT method. However, one drawback is the introduction of uncertainties when comparing the acquired image to only one reference image at a known temperature, especially at measured temperatures much greater than the reference temperature.

These uncertainties are for single-pixel measurements. The error due to the thermal noise can be reduced by averaging over larger areas. For the recorded temperatures (Table 1), $e_{N}$ can be effectively neglected as it was averaged over a large number of pixels. Hence, the uncertainty involved in the N-LIFT measurements will be $e_{C}, \pm 0.6^{\circ} \mathrm{C}$.
ac electrokinetic techniques such as DEP and ACEO are utilized for lab-on-a-chip microsystems due to their inherently strong electric fields; however, these electric fields heat the fluid sample. Monitoring Joule heating effects is especially important for temperature-sensitive experiments and biological samples. LIF thermometry utilizing the N-LIFT method is a simple procedure to noninvasively measure Joule heating effects. In addition, numerical simulations can assist in designing proper electrokinetic chips to minimize unwanted Joule heating.

## 7 Conclusions

A LIF normalization procedure that requires a single dye [37] was used to determine Joule heating in a simple ac electrokinetic chip. Fluid samples of various conductivities $(0.918 \mathrm{mS} / \mathrm{m}, 104$ $\mathrm{mS} / \mathrm{m}, 200 \mathrm{mS} / \mathrm{m}, 314 \mathrm{mS} / \mathrm{m}$, and $390 \mathrm{mS} / \mathrm{m}$ ) were subjected to electric potentials from $5 \mathrm{~V}_{\mathrm{pp}}$ to $25 \mathrm{~V}_{\mathrm{pp}}$ at 1 MHz . Numerical simulations were in good agreement with experimental measurements. Further, experimental data verified expected theoretical trends that temperature is proportional to the square of the applied voltage squared $\left(\mathrm{V}^{2}\right)$.
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# Wave Propagation in Thin-Walled Aortic Analogues 


#### Abstract

Research on wave propagation in liquid filled vessels is often motivated by the need to understand arterial blood flows. Theoretical and experimental investigation of the propagation of waves in flexible tubes has been studied by many researchers. The analytical one-dimensional frequency domain wave theory has a great advantage of providing accurate results without the additional computational cost related to the modern time domain simulation models. For assessing the validity of analytical and numerical models, well defined in vitro experiments are of great importance. The objective of this paper is to present a frequency domain analytical model based on the one-dimensional wave propagation theory and validate it against experimental data obtained for aortic analogs. The elastic and viscoelastic properties of the wall are included in the analytical model. The pressure, volumetric flow rate, and wall distention obtained from the analytical model are compared with experimental data in two straight tubes with aortic relevance. The analytical results and the experimental measurements were found to be in good agreement when the viscoelastic properties of the wall are taken into account.
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## 1 Introduction

Wave propagation in liquid filled vessels was studied for over 200 years, and one motivation is to understand arterial blood flows [1-3]. Other studies involve applications in civil, biomedical , and mechanical engineering.

The firm basis of the theoretical investigation of wave propagation in tubes is related to the work of Womersley [4], even though Young [5] was one of the first investigators interested in understanding the transient motion of fluids in pipes, elastic tubes, conical vessels, and blood circulation; see also Ref. [6]. During the 1960s, there was a large activity in the scientific communities related to analytical solutions of the equations of motion of viscous, incompressible fluids in the frequency domain. This work is summarized by Cox [7]. A lot of questions related to the physiological fluid dynamics were addressed by the work of Lighthill [8].

In the last 4 decades, with the advancement of scientific computing, the interest of the scientific community has shifted toward a more complicated two-dimensional and three-dimensional computer simulation time domain models, solved using finite elements or finite volumes [9-16]. The major drawback of these methods is increased computational time, compared with one-dimensional domain analytical models. In Ref. [16], a time domain based onedimensional model was presented to be used to provide boundary conditions for fully three-dimensional computations.

Experimental measurements have been performed to better understand wave propagation phenomena and to validate analytical and numerical models. An extensive review of the work in the field is by Tijsseling [17]. von Kries [18] was one of the first investigators to perform wave propagation experiments in rubber hoses. The work of Klip [19] was the first attempt to validate the Womersley theory. Up until the work of Gerrard [20], the Womersley theory [4] had only been tested for tethered tubes. Gerrard was interested in determining the behavior of long tubes where the

[^5]longitudinal motion was present. In the work of Giannopapa [21], a complete experimental data set measured in aortic analogs was presented.
Most of the experimental work on wave propagation in liquid filled tubes does not consider vessels with wall thickness less than 1 mm as aortic analogs. This is due to the fact that such tubes, which can produce wave speeds as low as those in the aorta, are not commercially available and need specific manufacturing. However, measurements in thinner wall tubes can provide relevant validation data for computational and analytical methods where the wall thickness to diameter ratio reduces significantly. In Ref. [21], tubes with relevant aortic dimensions, as provided by Westerhof et al. [22], were manufactured and used in order to obtain pressure, pressure gradient, volumetric flow rate, and wall distention measurements.
Predicting and understanding pressure and flows in aortic analogs are of significant importance because they are often used for medical diagnostics related to the cardiovascular system. As the heart beats, a pressure wave is initiated due to the injection of a volume of blood into the arterial system. The arteries distend to accommodate the change in volume, and the wave propagates along the aorta into the main arteries.
The aim of this paper is to present a one-dimensional analytical method for predicting pressure, volumetric flow rate, and wall distention, and compare it with in vitro experiments in liquid filled viscoelastic tubes of aortic relevance. The analytical model presented in this paper is based on the one-dimensional linear theory in the frequency domain for wave propagation in elastic and viscoelastic vessels. The experimental measurements are performed in elastic tubes that have the same dimensions as the aorta, but yet without tapering. The wave speed of the traveling wave is of the same order as the one in the aorta. The measured quantities are pressure, volumetric flow rate, and wall distention.

## 2 Mathematical Formulation

The theory related to propagation of pressure disturbances in distensible vessels for a circular uniform tube is often referred to as the Womersley theory or linear theory, and is outlined below.


Fig. 1 Tube motion variables. Point $P(z, r)$ on the surface of the wall at rest displaces to position $P^{\prime}(z+\zeta, r+\xi)$.
2.1 Linear Theory of Wave Propagation in Flexible Vessels. Consider a flexible tube filled with water; see Fig. 1. A disturbance in a fluid filled tube propagates as a wave. The wave speed in the fluid is given by the Moens-Korteweg equation [23]

$$
\begin{equation*}
c=\sqrt{\frac{K}{\rho_{f}}\left(1+\psi \frac{2 r_{0}}{h} \frac{K}{E}\right)^{-1}} \tag{1}
\end{equation*}
$$

where $K$ is the bulk modulus, $\rho_{f}$ is the mass density of the fluid, $r_{0}$ is the initial radius of the tube, $h$ is the wall thickness, $E$ is the Young's modulus, and $\psi$ is a coefficient that accounts for different longitudinal support conditions for thin-walled and thick-walled tubes. The thin-wall assumption holds when the wall thickness over the inner diameter is less than $1 / 20$. In the case were the tube wall is very flexible $K \gtrdot E$, Eq. (1) reduces to

$$
\begin{equation*}
c_{0}=\sqrt{\psi^{-1} \frac{E h}{2 r_{0} \rho_{f}}} \tag{2}
\end{equation*}
$$

The momentum equation and the continuity equation for incompressible Newtonian fluids in a uniform elastic tube under the assumption that the flow is axisymmetric, and neglecting body forces can be solved in the frequency domain after linearization. Note that possible developing boundary layers are not considered because the 1D calculations are already in good agreement with the measurements, as shown later on.

Momentum equation

$$
\begin{equation*}
\rho\left(\frac{\partial \mathbf{U}}{\partial t}+\nabla(\mathbf{U U})\right)=\nabla \cdot \boldsymbol{\sigma} \tag{3}
\end{equation*}
$$

Continuity equation or mass conservation

$$
\begin{equation*}
\nabla \cdot \mathbf{U}=0 \tag{4}
\end{equation*}
$$

Here, $\mathbf{U}$ stands for the velocity field and $\boldsymbol{\sigma}$ for the stress tensor. These equations form the basis, from which Womersley [4] derives his linear theory.

For Newtonian fluids, the constitutive equation for the stress tensor $\boldsymbol{\sigma}$ is given by

$$
\begin{equation*}
\boldsymbol{\sigma}=2 \eta \operatorname{dev}(\dot{\boldsymbol{\varepsilon}})-p \mathbf{I}=\eta\left(\nabla \mathbf{U}+\nabla \mathbf{U}^{T}\right)-p \mathbf{I} \tag{5}
\end{equation*}
$$

where $\eta$ is the dynamic viscosity, $\dot{\boldsymbol{\varepsilon}}$ is the strain rate tensor, $p$ is the pressure, and $\operatorname{dev}($.$) is the deviatoric part of the tensor. Sub-$ stituting Eq. (5) into Eq. (3), the momentum equation can be rewritten as

$$
\begin{equation*}
\rho \frac{\partial \mathbf{U}}{\partial t}=\nabla \cdot \eta\left(\nabla \mathbf{U}+\nabla \mathbf{U}^{T}\right)-\rho \nabla(\mathbf{U} \mathbf{U})-\nabla p \tag{6}
\end{equation*}
$$

The wavelength $\lambda(\lambda=2 \pi c / \omega)$ of the disturbance of interest is assumed to be long, compared with the diameter $2 r_{0}$ of the tube $\left(\lambda /\left(2 r_{0}\right) \gg 1\right)$. It is convenient to make the Navier-Stokes equations nondimensional. Therefore, consider $U_{z}^{*}$ and $U_{r}^{*}$ as typical velocities in the axial $(z)$ and radial $(r)$ direction, respectively. The ratio between the two velocities is defined by $u^{*}=U_{r}^{*} / U_{z}^{*}$, and in the following treatment, $u^{*}$ is considered to be small. Provided that $\left|U_{r}^{*} / c\right| \ll 1$ and $\left|U_{z}^{*} / c\right| \ll 1$, the convective terms plus all velocity derivatives in the $z$-direction in the momentum equation can be neglected. The nonlinear form of the Navier-Stokes equation
(6) in cylindrical coordinates under axisymmetric conditions ( $\theta$-direction neglected) can therefore be reduced to

$$
\begin{gather*}
\rho \frac{\partial U_{r}}{\partial t}+\frac{\partial p}{\partial r}=\eta\left[\frac{\partial^{2} U_{r}}{\partial r^{2}}+\frac{1}{r} \frac{\partial U_{r}}{\partial r}-\frac{U_{r}}{r^{2}}\right]  \tag{7}\\
\rho \frac{\partial U_{z}}{\partial t}+\frac{\partial p}{\partial z}=\eta\left[\frac{\partial^{2} U_{z}}{\partial r^{2}}+\frac{1}{r} \frac{\partial U_{z}}{\partial r}\right] \tag{8}
\end{gather*}
$$

The continuity equation in an incrompressible fluid reads

$$
\begin{equation*}
\frac{1}{r} \frac{\partial\left(r U_{r}\right)}{\partial r}+\frac{\partial U_{z}}{\partial z}=0 \tag{9}
\end{equation*}
$$

To be able to integrate over a tube's cross section, appropriate boundary conditions must be specified. At the wall at $r_{0}$, the noslip and no-leak conditions apply. It is assumed that there is no boundary layer effect (negligible in the sizes used) and no axial movement; a hypothesis, which also has an in-vivo relevance in blood flow [24]. Thus

$$
\begin{equation*}
\left.U_{z}\right|_{r_{0}}=0 \tag{10}
\end{equation*}
$$

Axisymmetry requires

$$
\begin{equation*}
\left.U_{r}\right|_{r=0}=\left.\frac{\partial U_{z}}{\partial r}\right|_{r=0}=0 \tag{11}
\end{equation*}
$$

In linear theory, the wave solution can be expressed as a combination of harmonics with angular frequency $\omega$ and wave number $k$. Therefore, each harmonic $\varphi$ (where $\varphi$ can be $p, U_{r}, U_{z}$ ) is of the form

$$
\begin{equation*}
\varphi=\hat{\varphi} e^{i(\omega t-k z)} \tag{12}
\end{equation*}
$$

In an elastic tube, the propagation constants are functions of the nondimensional frequency. This nondimensional frequency is called the Womersley number $\alpha$, which is also known as the Stokes number; see, e.g., Ref. [25]. It is defined as

$$
\begin{equation*}
\alpha=r_{0} \sqrt{\frac{\omega \rho}{\eta}} \tag{13}
\end{equation*}
$$

The combination of the Navier-Stokes equations for the fluid and the equation of motion for the solid, including its constitutive equations, gives a dispersion equation otherwise called frequency equation; see also Ref. [4]. The solution of the frequency equation determines the wave number of propagation $k$ as a function of the mechanical and geometrical properties of the tube, the density and the viscosity of the fluid, and the Womersley number $\alpha$

$$
\begin{equation*}
k(\omega)= \pm \frac{\omega}{c_{0}} \sqrt{\frac{1}{1-F_{10}}} \tag{14}
\end{equation*}
$$

where $c_{0}$ is the wave speed and $F_{10}$ is a function of the Womersley parameter $\alpha$

$$
\begin{equation*}
F_{10}=\frac{2 J_{1}\left(\alpha i^{3 / 2}\right)}{\alpha i^{3 / 2} J_{0}\left(\alpha i^{3 / 2}\right)} \tag{15}
\end{equation*}
$$

with $J_{0}$ and $J_{1}$ as the Bessel functions of the first kind of order 0 and 1 , respectively. The two roots given by Eq. (14) are complex numbers, and therefore, the propagation coefficient $k$ can be expressed as $k=\mathfrak{R}(k)+i \Im(k)$, where the root is chosen, such that $\mathfrak{R}(k)>0$. Using this expression for the wave number, the wave speed $c$ and the attenuation constant $\gamma$ are functions of the classical Moens-Korteweg wave speed $c_{0}$ and the real part of the propagation coefficient, namely

$$
\begin{equation*}
c=\frac{c_{0}}{\mathfrak{R}(k)} \tag{16}
\end{equation*}
$$

and the attenuation constant given by


Fig. 2 Schematic of axial positions of a tube with closed ends, used in the 1D model

$$
\begin{equation*}
\gamma=\frac{-2 \pi \mathfrak{J}(k)}{\mathfrak{R}(k)} \tag{17}
\end{equation*}
$$

2.2 Wave Reflections at Closed Ends. Section 2.1 describes the transmission of a wave in a cylindrical infinitely long tube filled with a fluid with uniform properties. In practice however, a tube has two ends and a finite length. At the ends, the waves will be reflected. This section describes how the reflecting waves can be determined.

A tube of length $L$ is considered starting at $z=-L_{0}$ and ending at $z=L_{1}$ (i.e., $L=L_{0}+L_{1}$ ), as shown in Fig. 2. If an input pressure $p_{i}$ is applied at $z=0$ in the positive direction, then a wave will travel through the tube and will be reflected at $z=L_{1}$. A continuous harmonic pressure excitation with frequency $\omega$ is assumed.

The first time this wave arrives at $z=z_{1}$, the pressure is the real part of

$$
\begin{equation*}
p\left(\omega, z_{1}, t\right)=p_{i}(\omega, 0) e^{i\left(\omega t-k z_{1}\right)} \tag{18}
\end{equation*}
$$

Note that the notation of taking the real part is omitted in this equation, as well as in all of the following equations, for the sake of readability. At $z=L_{1}$, the pressure due to the wave is

$$
\begin{equation*}
p\left(\omega, L_{1}, t\right)=p_{i}(\omega, 0) e^{i\left(\omega t-k L_{1}\right)} \tag{19}
\end{equation*}
$$

The wave is reflected at the distal closed end. Let the reflection parameter be denoted by $\Gamma_{1}$. The reflected wave travels in the negative direction, and at $z=z_{1}$, the pressure is

$$
\begin{equation*}
p\left(\omega, z_{1}, t\right)=p_{i}(\omega, 0) \Gamma_{1} e^{i\left(\omega t-k\left(2 L_{1}-z_{1}\right)\right)} \tag{20}
\end{equation*}
$$

When this wave reaches $z=-L_{0}$, the pressure is

$$
\begin{equation*}
p\left(\omega,-L_{0}, t\right)=p_{i}(\omega, 0) \Gamma_{1} e^{i\left(\omega t-k\left(2 L-L_{0}\right)\right)} \tag{21}
\end{equation*}
$$

and the wave gets reflected again due to the proximal closed end. Let the reflection parameter be denoted by $\Gamma_{0}$. When the reflected wave reaches $z=z_{1}$ for the third time, the pressure is

$$
\begin{equation*}
p\left(\omega, z_{1}, t\right)=p_{i}(\omega, 0) \Gamma_{0} \Gamma_{1} e^{i\left(\omega t-k\left(2 L+z_{1}\right)\right)} \tag{22}
\end{equation*}
$$

This process continues. The pressure perturbation in the tube is the sum of all reflected waves

$$
\begin{align*}
p\left(\omega, z_{1}, t\right)= & p_{i}(\omega, 0) e^{i\left(\omega t-k z_{1}\right)}\left[1+\Gamma_{1} e^{-2 i k\left(L-L_{0}-z_{1}\right)}+\Gamma_{0} \Gamma_{1} e^{-2 i k L}\right. \\
& \left.+\Gamma_{0} \Gamma_{1}^{2} e^{-2 i k\left(2 L-L_{0}-z_{1}\right)}+\ldots\right] \tag{23}
\end{align*}
$$

or, for recursive purposes

$$
\begin{align*}
p\left(\omega, z_{1}, t\right)= & p_{i}(\omega, 0) e^{i\left(\omega t-k z_{1}\right)}\left[1+\Gamma_{1} e^{-2 i k\left(L_{1}-z_{1}\right)}\right. \\
& \left.\times\left(1+\Gamma_{0} e^{-2 i k\left(L_{0}+z_{1}\right)}\left(1+\Gamma_{1} e^{-2 i k\left(L_{1}-z_{1}\right)}(\ldots)\right)\right)\right] \tag{24}
\end{align*}
$$

Assembling the terms that represent waves in the positive direction and, separately, those representing waves in the negative direction, the expression for pressure can be written as

$$
\begin{equation*}
p\left(\omega, z_{1}, t\right)=p_{i}(\omega, 0) e^{i\left(\omega t-k z_{1}\right)} \frac{1+\Gamma_{1} e^{-2 i k\left(L_{1}-z_{1}\right)}}{1-\Gamma_{0} \Gamma_{1} e^{-2 i k L}} \tag{25}
\end{equation*}
$$

Here, the geometric series expansion of $1 /(1-x)$ is used. This is a general result. For the special case of total reflection at the two ends, $\Gamma_{0}=\Gamma_{1}=1$ holds and


Fig. 3 Polyurethane vessels

$$
\begin{equation*}
p\left(\omega, z_{1}, t\right)=p_{i}(\omega, 0) e^{i\left(\omega t+k L_{0}\right)} \frac{\cos k\left(L_{1}-z_{1}\right)}{i \sin k L} \tag{26}
\end{equation*}
$$

The volumetric flow rate $\dot{Q}$ follows directly from Eq. (23) by taking into account the direction of the propagation

$$
\begin{align*}
\dot{Q}\left(\omega, z_{1}, t\right)= & \dot{Q}_{i}(\omega, 0) e^{i\left(\omega t-k z_{1}\right)}\left[1-\Gamma_{1} e^{-2 i k\left(L-L_{0}-z_{1}\right)}+\Gamma_{0} \Gamma_{1} e^{-2 i k L}\right. \\
& \left.-\Gamma_{0} \Gamma_{1}^{2} e^{-2 i k\left(2 L-L_{0}-z_{1}\right)}+\ldots\right] \tag{27}
\end{align*}
$$

Here, $\dot{Q}_{i}(\omega, 0)$ represents the input volumetric flow rate. For the special case of total reflection, this yields

$$
\begin{equation*}
\dot{Q}\left(\omega, z_{1}, t\right)=\dot{Q}_{i}(\omega, 0) e^{i\left(\omega t+k L_{0}\right)} \frac{\sin k\left(L_{1}-z_{1}\right)}{\sin k L} \tag{28}
\end{equation*}
$$

Using a linear elastic material law based on the thin walled cylinder theory, the cross-sectional area changes according to

$$
\begin{equation*}
\frac{\partial A}{\partial t}=C_{0} \frac{\partial p}{\partial t} \tag{29}
\end{equation*}
$$

with $C_{0}$ as the compliance per unit of length of the vessel

$$
\begin{equation*}
C_{0}=\frac{2 \pi\left(1-\nu^{2}\right) r^{3}}{h E} \tag{30}
\end{equation*}
$$

and $\nu$ as the Poisson ratio. Thus, the cross-sectional area can be derived from the pressure by

$$
\begin{equation*}
A\left(\omega, z_{1}, t\right)=A_{0}\left(\omega, z_{1}\right)+C_{0}\left(p\left(\omega, z_{1}, t\right)-p_{0}\left(\omega, z_{1}\right)\right) \tag{31}
\end{equation*}
$$

with a subscript denoting the initial state, and herewith also the wall distension.

## 3 Physical Experiments

3.1 Vessels Design and Specifications. The vessels were designed to be analogs of the human aorta. One of the most referenced sources for arterial dimensions is that of Westerhof et al. [22]. According to their measurements in the human aorta, the ratio of Young's modulus multiplied by the thickness of the arterial wall over the arterial lumen diameter was used. For this paper, two straight vessels were manufactured, of which the dimensions can be seen in Fig. 3.

The vessels were manufactured by spin coating using a solution of polyurethane (PU, Desmopan 588, Bayer, Germany) dissolved in tetrahydrofurane (THF, BASF, Germany). To measure the material properties of the vessels, relaxation tests were performed. The stress versus the dimensionless time is shown in Fig. 4.

The complex viscoelastic modulus of the material can be written as a function of the angular frequency

$$
\begin{equation*}
\hat{E}(\omega)=\widetilde{c} \Gamma(1-n) \omega^{n} e^{n \pi i / 2} \tag{32}
\end{equation*}
$$

where $\Gamma$ is the gamma function and the values of $\widetilde{c}$ and $n$ are obtained by fitting a power law model with the relaxation data, and are found to be $1.3\left(\mathrm{~Pa} / \mathrm{s}^{n}\right)$ and 0.065 , respectively.
3.2 Experimental Setup. A schematic diagram of the experimental setup that used to carry out the wave propagation experiments in flexible vessels is shown in Fig. 5. The apparatus consists


Fig. 4 Relaxation test (3\% elongation)
of: open container filled with water (E); closed container at constant pressure, 1 bar (C); open container (D); two-way manually operated solenoid valve (A); three-way PC operated solenoid valve (B); and a vessel (F). The vessel is placed in horizontal position inside container E. The water column above the vessel prescribes the static pressure outside the vessel. The vessel is prestrained axially to $3 \%$. The vessel is fixed on both sides against axial movement, whereas it can freely expand in the radial direction. The vessel is connected on one side via the three-way solenoid valve, either to container C or D . When the solenoid valve is not engaged, the vessel is connected to the open tank (D), which prescribes the initial pressure inside the vessel. By engaging the solenoid valve, it opens for 50 ms and generates a pulse by introducing a propagating pressure wave. The sensors used are typical for in-vivo clinical measurements. The pressure inside the vessel is measured simultaneously by two pressure sensors (Radi Medical Systems 12000XT), 17 mm apart. By using two simultaneous pressure measurements, the pressure gradient is obtained. The volumetric flow rate is measured using a perivascular flow rate sensor (MC28AX, Transonic, The Netherlands). The wall motion is measured using an ultrasound wall tracking system [26].

## 4 Results

The vessels are preloaded at 2.94 kPa , relative to the pressure outside the vessel, and during measurement, the two-way solenoid valve is kept closed to preserve the volume of water induced in the vessel by the 50 ms opening of the valve. To ensure that the vessel undergoes small deformations, it was inflated by inducing known amounts of fluid, and with diameter static pressure measurements, it was concluded that the corresponding strains are less than $3 \%$ and consequently may be considered as small.

Measurements of pressure, volumetric flow rate, and wall distention were performed at ten locations along the vessel $z$ $=[0.03,0.05,0.1,0.15,0.2,0.25,0.3,0.35,0.4,0.45] \mathrm{m}$. Every measurement was repeated 16 times for statistical evaluation of the reliability and reproducibility of the measured data. The standard deviation was determined and it was found to be of the order


Fig. 5 Experimental setup
of the signal to noise ratio. The volume increase in the vessel by the engagement of the solenoid valve was 2.57 ml .

The anchoring of the tubes is throughout against axial movement so $\psi=1-\nu^{2}$, where $\nu$ is the Poisson ratio, and for vessels A and B , it is assumed that $\nu=0.5$. The wave velocities in tubes A and $B$ are $c_{0} \approx 9 \mathrm{~m} / \mathrm{s}$ and $6 \mathrm{~m} / \mathrm{s}$, respectively. The analytical results were obtained using the fluid parameters $\rho=998 \mathrm{~kg} / \mathrm{m}^{3}$ and $\eta=1.04 \cdot 10^{-3} \mathrm{~kg} / \mathrm{ms}$. The initial $3 \%$ axial prestrain is taken into account in the analytical model.
Figures 6 and 7 show the experimental results obtained from the measurements for vessel A against the analytical results. Vessel A has a wall thickness of 0.1 mm and wave velocity of $c_{0}$ $\approx 9 \mathrm{~m} / \mathrm{s}$. This velocity has been verified by the measurements, after determining the axial distance traveled by the pulse per second. The experimental results are the same in both figures. The difference is in the analytical model: Fig. 6 represents an elastic wall, whereas Fig. 7 represents a viscoelastic wall. The measurements of the pressure sensors, volumetric flow rate meter, and ultrasound wall distention for 0.5 s are shown for each of the ten locations $z$ along the tube. The viscoelasticity of the wall is evident in the measurements by the attenuation of the waves. The propagation of pressure, volumetric flow rate, and wall expansion for the accommodation of the traveling wave through the vessel can be identified by the time difference between the pulse arrival at $z=0.03 \mathrm{~m}$ and at $z=0.45 \mathrm{~m}$. At location $z=0.45 \mathrm{~m}$, the amplitude of the pressure pulse has almost doubled because of the interference of the forward and the backward traveling wave. Nine reflections in 0.5 s can be clearly identified. The direction of the flow alters every time the wave is reflected at one of the ends, and it is indicated by the positive and the negative sign in the flow measurements. The pressure signal is at all times positive due to the full reflection at the closed ends. The wall distention signal follows the pressure signal. It is also at all times positive as the wall expands from its original position, driven by the pressure.
In Fig. 6, the analytical theory of an elastic vessel of the same dimensions as vessel A, with Young's modulus 17.2 MPa , is compared with the experimental data. If an elastic wall is considered, the analytical theory is not sufficient to predict the propagating wave. This is expected due to the fact that the amplitude of the waves is damped significantly in the experimental measurements, mainly due to the vessel's viscoelasticity. The analytical results of the elastic wall help to clearly identify the forward and the backward traveling waves during multiple reflections.

In Fig. 7, the results of the analytical theory for a viscoelastic vessel are presented, with material properties as obtained by the relaxation test using the complex Young's modulus (32) and the same dimensions as vessel A. The results are compared with the experimental data for vessel A and show to be in close agreement. Small deviations between experimental and analytical data can be related to the accuracy of the fitting of the material properties of the wall. Pressure is shown in Fig. 7(a), volumetric flow rate in Fig. 7(b), and the wall distention in Fig. 7(c).
In Fig. 8 the comparison between the analytical solution and the experimental measurements obtained from viscoelastic vessel B is obtained. Vessel B has a wall thickness of 0.05 mm and wave velocity $c_{0} \approx 6 \mathrm{~m} / \mathrm{s}$, which has also been verified by the measurements. The pressure, volumetric flow rate, and wall distention are shown in Figs. $8(a)-8(c)$, respectively. The comparison between the analytical solution and the experimental data is in close agreement. The agreement between the analytical solution and the measurements is better for the thinner vessel $B$, as the influence of the error related to the material properties is smaller.

## 5 Conclusions

In this paper, a frequency domain analytical model, based on the one-dimensional wave propagation theory, was presented and compared with experimental measurements. The analytical model is able to predict pressure waves, volumetric flow rate, and wall distention. New experimental measurements of pressure, volumet-


Fig. 6 Vessel A. Solid line experimental data, dashed line anaIytical solution for elastic wall. (a) pressure ( Pa ), (b) flow rate $\left(\mathrm{m}^{3} / \mathrm{s}\right)$, and (c) wall distention ( $\mu \mathrm{m}$ ).


Fig. 8 Vessel B. Solid line experimental data, dashed line analytical solution for viscoelastic wall. (a) Pressure (Pa), (b) Flow rate ( $\mathrm{m}^{3} / \mathrm{s}$ ), and (c) wall distention ( $\mu \mathrm{m}$ ).
ric flow rate, and wall distention were performed in very thin-wall vessels that are aortic analogs having wave speeds similar to those found in the human aorta. The predictions of the one-dimensional analytical model were in good agreement with the experimental measurements giving confidence that it can be used for predicting waves in blood flow research. Moreover, the experiments are new and useful to others.

## Acknowledgment

The authors would like to thank Marie Curie Research Training Networks Fellowships, European Commission, and EPSRC, UK for partially funding this project.

## References

[1] Lighthill, J., 1978, Waves in Fluids, Cambridge University Press, Cambridge, UK.
[2] Fung, Y. C., 1984, Biodynamics: Circulation, Springer, New York.
[3] Fung, Y. C., 1997, Biomechanics: Circulation, Springer, New York.
[4] Womersley, J. R., 1957, "An Elastic Tube Theory of Pulse Transmission and Oscillatory Flow in Mammalian Arteries," Technical Report No. WADC-TR-56-614, Wright Air Development Center, Dayton, OH.
[5] Young, T., 1808, "Hydraulic Investigations, Subservient to an Intended Croonian Lecture of the Motion of Blood," Philos. Trans. R. Soc. London, 98, pp. 164-186.
[6] Tijsseling, A.S., and Anderson, A., 2008, "Thomas Young's Research on Fluid Transients: 200 Years on," Proceedings of the BHR Group 2008 on Pressure Surges, pp. 21-33.
[7] Cox, R., 1968, "Wave Propagation Through a Newtonian Fluid Contained Within a Thick-Walled Viscoelastic Tube," Biophys. J., 8, pp. 691-709.
[8] Lighthill, M. J., 1972, "Physiological Fluid Dynamics: A Survey," J. Fluid Mech., 52, pp. 475-497.
[9] Giannopapa, C. G., 2007, "Indicative Results and Progress on the Development of the Unified Single Solutions Method for Fluid-Structure Interaction Problems," Proceedings 2007 ASME Pressure Vessels and Piping Division Conference, San Antonio, Texas, July 22-26, pp. PVP 2007-026420.
[10] Heil, M., 1998, "Stokes Flow in an Elastic Tube-A Large Displacement Fluid-Structure Interaction Problem," Int. J. Numer. Methods Fluids, 28, pp. 243-265.
[11] Perktold, K., and Rappitsch, G., 1995, "Computer Simulation of Local Blood Flow and Vessel Mechanics in a Compliant Carotid Artery Bifurcation Model," J. Biomech., 28(7), pp. 845-856.
[12] Taylor, C. A., Hughes, T. R., and Zarins, C. K., 1998, "Finite Element Modeling of Blood Flow in Arteries," Comput. Methods Appl. Mech. Eng., 158, pp. 155-196.
[13] Wan, J., Steele, B., Spicer, S. A., Strohband, S., Feeijoo, C. R., and Hughes, T. R., 2002, "A One-Dimensional Finite Element Method for Simulation Based Medical Planning for Cardiovascular Disease," Comput. Methods Biomech. Biomed. Eng., 5(3), pp. 195-206.
[14] Vignon-Clementel, I. E., Figueroa, C. A., Jansen, K. E., and Taylor, C. A., 2006, "Outflow Boundary Conditions for Three-Dimensional Finite Element Modeling of Blood Flow and Pressure in Arteries," Comput. Methods Appl. Mech. Eng., 195, pp. 3776-3796.
[15] Johnston, B. M., Johnston, P. R., Corney, S., and Kilpatrick, D., 2004, "NonNewtonian Blood Flow in Human Right Coronary Arteries: Steady State Simulations," J. Biomech., 37, pp. 709-720.
[16] Bessems, D., Giannopapa, C., Rutten, M. C. M, and van der Vosse, F. N., 2007, "Experimental Validation of a Time-Domain-Based Wave Propagation Model of Blood Flow in Viscoelastic Vessels."
[17] Tijsseling, A. S., 1996, "Fluid-Structure Interaction in Liquid Filled Pipe Systems: A Review," J. Fluids Struct., 10, pp. 109-146.
[18] von Kries, J., 1892, Studien zur Pulslehre. Akademische Verlagsbuchhandlung von JCB Mohr, Paul Siebeck, Freiburg, Germany.
[19] Klip, W., 1962, Velocity and Damping of Pulse Waves, Martinus Nijhoff, The Hague, The Netherlands.
[20] Gerrard, J. H., 1985, "An Experimental Test of the Theory of Waves in FluidFilled Deformable Tubes," J. Fluid Mech., 156, pp. 321-347.
[21] Giannopapa, C. G., 2004, "Fluid-Structure Interaction in Flexible Vessels," Ph.D. thesis, University of London, UK.
[22] Westerhof, N., Bosman, F., Vries, C. J. D., and Noordergraaf, A., 1969, "Analogue Studies of the Human Systematic Arterial Tree," J. Biomech., 2, pp. 121-143.
[23] Korteweg, D. J., 1878, "Uber die Fortpflanzungs geschwindigkeit des Schalles in elastischen Rohren," Ann. Phys. Chem., 241, pp. 525-542.
[24] Pedley, T. J., 1980, The Fluid Mechanics of Large Blood Vessels, Cambridge University Press, Cambridge, England.
[25] Sarpkaya, T., 2005, "On the Parameter $\beta=\operatorname{Re} / K C=D^{2} / v T$," J. Fluids Struct., 21, pp. 435-440.
[26] Brands, P. J., Hoeks, A. P. G., Willigers, J., and Willekes, C., 1999, "An Integrated System for the Non-Invasive Assessment of Vessel Wall and Homodynamic Properties of Large Arteries by Means of Ultrasound," Eur. J. Ultrasound, 9, pp. 257-266.
F. Abbasian
e-mail: fabbasia@ryerson.ca

S. D. Yu

Professor
Mem. ASME
e-mail: syu@ryerson.ca
J. Cao

Associate Professor
e-mail: jcao@ryerson.ca
Department of Mechanical and Industrial
Engineering,
Ryerson University,
350 Victoria Street,
Toronto, ON M5B 2K3, Canada

# Large Eddy Simulation of Turbulent Axial Flow Along an Array of Rods 


#### Abstract

Large eddy simulation (LES) is employed in this paper to model the axial flow along a circular array of rods with a focus on anisotropic large-scale turbulence. The circular array consists of four whole rods and eight half rods, with a pitch-to-diameter ratio of 1.08. A dynamic Smagorinsky model with SIMPLE coupling method and a bounded central difference scheme are used to reduce numerical errors. The high demands for computations of the three-dimensional turbulent flows are afforded through parallel processing and utilization of 20 processors. The numerical results obtained using LES are compared with independent experimental data available in the literature; good agreement is achieved. The LES model was developed to accurately predict (i) the dependence of turbulence intensity and dominant frequency on the gap size and (ii) the turbulence structure in different directions. [DOI: 10.1115/1.4000574]
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## 1 Introduction

In nuclear reactors, the fluid-solid interaction between the coolant and fuel bundles is an important source of excitations for vibrations. These excitations are dominantly produced by the local turbulence in axial flows. Paidoussis [1] in a recent paper pointed out the significance of the turbulence effects induced by the core plates in a boiling water reactor. For complex cross sectional geometries of nuclear fuel bundles, the turbulent axial flow can induce a significant unsteady side force, which in turn causes the rod bundle structure to vibrate in a $\mathrm{CANDU}^{\circledR 1}$ reactor channel [2]. Excessive bundle vibrations can potentially cause damage to the supporting tube. In this paper, large eddy simulation (LES) is used to simulate the turbulent axial flow in a circular subchannel consisting of four whole rods and eight half rods, as illustrated in Fig. 1. This problem was first studied experimentally by Curling and Paidoussis [3,4].

Experimental studies of turbulent flows along a rod bundle structure have been conducted by many researchers. The nugget of all these studies was the dependence of turbulence intensity and frequency on the cross sectional geometry and flow velocity. Rowe et al. [5] performed a thorough investigation on turbulence structure through laser Doppler velocimetry and showed that turbulence intensity increases as the gap size decreases. They found that the turbulence intensity in the azimuthal direction is smaller than that in the axial direction, and attributed this phenomenon to the intensity distortion caused by the secondary flows. From an autocorrelation analysis, they obtained the periodicity of the turbulence in the gap regions, and concluded that the dependence of the turbulence intensity on the Reynolds number is insignificant. Moller [6] showed that the azimuthal turbulence intensity has a dominant frequency in near-wall regions, and the axial turbulence intensity exhibits a stronger periodic pattern with a dominant frequency away from the wall surfaces. Rehme [7] confirmed the dependence of the turbulence intensity on the gap size, and showed that the turbulence mixing factor decreases with gap size. Besides the geometry dependence and anisotropic nature of the

[^6]turbulence, the formation of axial vortices and secondary flows also drew attention from some researchers. The magnitude of the secondary flow velocity is very small compared to that of the axial bulk flow velocity. Hooper and Wood [8] did not capture the secondary flow velocities with their apparatus, and concluded that they were less than $1 \%$ of the bulk flow velocity. Vonka [9] found that the secondary flow velocity is only $0.1 \%$ of the bulk flow velocity.

A review of the literature reveals that little work has been done in axial flow simulations compared to cross-flow. Because of high costs associated with instrumentation for turbulence measurements and challenges in placing sensors in certain flow regions, the need for numerical simulations is pronounced more than ever. The Reynolds-averaged Navier-Stokes (RANS) models [10,11] were employed in many of the earlier turbulent flow simulations. The main drawback of such an averaging approach is their failure to accurately model the large-scale gap mixing for nongradient type turbulence and predict turbulence driven secondary flows. LES is an alternative approach that benefits from the accuracy of the direct numerical simulation (DNS) and shortens simulation time through filtering the NS equations. In LES, the filtered NS equations are solved in such a way that large-scale turbulence is directly resolved while small-scale turbulence is modeled implicitly. The size of the filter is usually the size of the volume cell. Ikeno et al. [12] used LES to study the effect of mixing-vane arrangements in pressurized water reactors. Kim and No [13] used the pressure fluctuations predicted by LES to perform spectral analyses in bundle flows.
In this paper, the dynamic Smagorinsky model (DSM) is adopted in simulating the turbulent axial flow along an array of rods. The main purpose of the present work is to evaluate the capability of DSM as a subgrid-scale model in predicting turbulence in a densely packed bundle geometry $(P / d=1.08)$. The dependence of turbulence on the geometry is studied and validated using the experimental results. The coherent structures inside the bundle geometry are studied, and the effect of lateral and nearwall mesh resolution on the eddy formation and resolved turbulence is investigated. The LES model presented in this paper proved to be promising and produced the simulation results that are in good agreement with the experimental results [3,4]. With the successful application of LES reported in this paper, turbulent axial flows along an actual nuclear fuel bundle can be simulated for desired operating conditions.


Fig. 1 The geometry of the simulation bundle used in the experiment by Curling and Paidoussis in Refs. [3,4]: (a) the cross section view and the coordinate system, and (b) isometric view of the bundle and flow direction

## 2 Numerical Scheme and Computational Model

The physical model, as shown in Fig. 1, consists of a circular flow channel, four whole rods, and eight half rods. All rods are of identical diameter of 5.715 cm . The circular flow channel diameter is 20.48 cm with a length of 55.24 cm . Various locations on the surface of cylinder 1 and the subchannel areas associated with it are identified for direct comparisons of computed turbulent pressures with the measurements at the corresponding locations reported in Refs. [3,4]. Table 1 presents the flow characteristics and hydraulic diameter.

Adopting the DSM, three-dimensional filtered unsteady NS equations governing axial flow along an eight-rod bundle are solved using the finite volume discretization. An implicit SIMPLE velocity-pressure coupling method is employed in conjunction with LES with adequate time step size. The filtered continuity and momentum equations for an incompressible fluid flow in the absence of body forces can be written in the following form:

$$
\begin{equation*}
\frac{\partial \bar{u}_{i}}{\partial x_{i}}=0, \quad \frac{\partial \bar{u}_{i}}{\partial t}+\frac{\partial \bar{u}_{i} \bar{u}_{j}}{\partial x_{j}}=-\frac{1}{\rho} \frac{\partial \bar{p}}{\partial x_{i}}+\nu \frac{\partial^{2} \bar{u}_{i}}{\partial x_{j} \partial x_{j}}-\frac{\partial \tau_{i j}}{\partial x_{j}} \tag{1}
\end{equation*}
$$

where the overbar denotes filtered quantity, $\tau_{i j}$ is the subgrid-scale (SGS) stress tensor modeled using turbulent viscosity $\mu_{t}$, which is defined by Smagorinsky [14] as

$$
\begin{equation*}
\mu_{t}=\rho\left(C_{s} \bar{\Delta}\right)^{2}|\bar{S}| \tag{2}
\end{equation*}
$$

where $|\bar{S}|=\sqrt{2 \bar{S}_{i j} \bar{S}_{i j}}, C_{s} \bar{\Delta}$ is the mixing length, $C_{s}$ is the Smagorinsky constant and is 0.17 for homogeneous isotropic turbulence, and $\bar{\Delta}$ is the cubic root of cell volume. The Smagorinsky model offers a universal model parameter, which is considered a shortcoming for this method. It is well known that adopting a universal constant $C_{s}$ requires the use of additional wall functions in order to damp SGS viscosity near the solid boundaries. In order to re-

Table 1 Flow velocities and Reynolds numbers used in the experiment and simulation

| Mean axial <br> flow velocity $U$ <br> $(\mathrm{~m} / \mathrm{s})$ | Hydraulic <br> diameter $D_{h}$ <br> $(\mathrm{~m})$ | Reynolds <br> number Re | Reynolds number <br> based on friction <br> velocity Re <br> $\tau$ | $P / d$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.253 | 0.0273 | 7000 | 438 | 1.08 |
| 0.759 | 0.0273 | 21,000 | 1177 | 1.08 |
| 1.27 | 0.0273 | 35,000 | 1864 | 1.08 |
| 1.77 | 0.0273 | 49,000 | 2524 | 1.08 |
| 3.54 | 0.0273 | 98,000 | 5048 | 1.08 |

solve this problem, the DSM [15] is used, where the model parameter is dynamically calculated based on the resolved scales. In short, the DSM obviates the need for defining a constant model parameter and wall function, and improves the accuracy of the model by having correct near-wall behavior. In the DSM, the model parameter varies with space and time, and is computed by sequentially applying grid and test filters.

Differencing scheme used in LES is normally challenging as numerical errors may be introduced. A blend of second order central differencing along with a second order upwind scheme is written as $\Phi_{f}=\Phi_{f, \mathrm{UP}}+\left(\Phi_{f, \mathrm{CD}}-\Phi_{f, \mathrm{UP}}\right)$, where $\Phi_{f}$ is the face value, UP denotes the upwind, and CD denotes the central differencing. The upwind part of the scheme is treated implicitly and the central differencing part is treated explicitly. Using this method, the numerical dissipation is significantly reduced. However, there are some unphysical oscillations added to the solution. In order to prevent this problem, the bounded central differencing scheme is used in the present study, where a blend of central differencing, and second and first order upwind schemes are used based on the normalized variable diagram (NVD) [16] and the convection boundedness criterion (CBC). The first order scheme is used in case CBC is violated. As reported by Abbasian et al. [17], the under-relaxation factor (URF) of 0.6-0.8 accelerates computations in solving an unsteady RANS problem for high-frequency fluctuating pressures. Here, the URF has been conservatively chosen between 0.5 and 0.7 to ensure numerical stability.

Three different meshes with quadrilateral volume cells were tested in the simulation procedure. The meshes were gradually coarsened in the axial, radial, and azimuthal directions. The parameters describing meshes and time steps employed in this study are grouped in Table 2. The mesh used to produce simulation

Table 2 Specifications for space and time discretizations

| Mesh | I | II | III |
| :--- | :---: | :---: | :---: |
| Grid size | $253 \times 10^{3}$ | $430 \times 10^{3}$ | $1310 \times 10^{3}$ |
| $y^{+}$ | 4.35 | 2.7 | 1 |
| $\Delta r\left(\times 10^{-3} \mathrm{~m}\right)$ | $0.15-2$ | $0.1-1.4$ | $0.044-0.8$ |
| $r^{+}$ | $6.5-87$ | $4.5-63$ | $2-34$ |
| $r \Delta \theta\left(\times 10^{-3} \mathrm{~m}\right)$ | $2-2.2$ | $1.4-1.6$ | $0.8-0.84$ |
| $(r \theta)^{+}$ | $87-96$ | $63-72$ | $34-36$ |
| $\Delta x\left(\times 10^{-3} \mathrm{~m}\right)$ | 5.9 | 2.5 | 2.5 |
| $x^{+}$ | 252 | 107 | 107 |
| $\delta\left(\times 10^{-3} \mathrm{~m}\right)$ | 0.5 | 1.25 | 1.12 |
| LETOT $(\mathrm{s})$ | 0.01 | 0.01 | 0.01 |
| $\Delta t(\mathrm{~s})$ | 0.001 | 0.0001 | 0.0001 |



Fig. 2 The computational domain: (a) the eight-rod model, (b) the quarter model and the position of translational and rotational periodic boundaries, (c) the quadrilateral mesh of a quarter of the cross section, and (d) the mesh of a zoomed gap region with boundary layers
results reported in this paper is mesh III with $y^{+}=1$ on the wall, dimensionless mesh size $\Delta^{+}<34$ in the radial direction, $\Delta^{+}<36$ in the azimuthal direction, and $\Delta^{+}<107$ in the axial direction. The boundary layer consists of 15 layers with a magnifying ratio of 1.15 as it moves away from the wall. The time step has been calculated based on the large eddy turnover time (LETOT) or $l / u$, where $l$ and $u$ are the length and velocity scales, equal to $0.05 D_{h}$ and $0.2 U$, respectively. In the present study, a uniform time step of 0.01 times LETOT is used. The computational domain along with the meshed cross section and boundary layers in the gap region are given in Fig. 2. Due to symmetry, only a quarter of the system is modelled. The planes of symmetry are considered to be the translational and rotational periodic boundaries, which are suitable for modelling fully developed turbulent flows. The length of the computational domain ( $x$-direction) is $11 D_{h}$, where $D_{h}$ is the hydraulic diameter. Among the three meshes examined in the simulation (Table 2), mesh III provided reasonable agreement with the experimental results (Fig. 3) and was used in the simulation. The solution converged in about 10,000 time steps with different elapsed time for the meshes, which are gathered in Table 3.

## 3 Results and Discussion

3.1 Spectral Analysis. A cell-centered finite volume scheme is employed and the solution is obtained for each variable in the filtered NS equations over the computational domain. In a cellbased solver, the face value of a variable is determined by averaging the variable over the two neighboring cells. The value of a variable at a node is determined by averaging the values of the variable over all of its surrounding cells, and the weighting factor used for a surrounding cell is inversely proportional to the distance between the node and the centroid of the cell. For the locations that are neither cell centroid nor node, interpolation is used to provide the data based on the solution.
The pressure differences between the two diametral points on the cylinder surface, normalized with respect to $1 / 2 \rho U^{2}$, are shown in Fig. 4 for three different Reynolds numbers. The general
trend traced in this figure is that the amplitude of the normalized pressure grows in the gap region and the frequency increases with the mean axial flow velocity. It is also observed that the normalized pressures decrease with the mean flow velocity.

The power spectral densities (PSDs) obtained from the numerical simulation are compared with those reported in Ref. [3] and


Fig. 3 PSDs of wall pressures for the different meshes used in the simulation

Table 3 Convergence elapsed time for different meshes

| Meshes | Number of volume cells | Convergence time <br> $(\mathrm{h})$ |
| :--- | :---: | :---: |
| I | 253,000 | 12 |
| II | 430,000 | 35 |
| III | $1,310,000$ | 96 |

[^7] Gbyte RAM).


Fig. 4 Normalized pressures $\bar{p}=p /\left(1 / 2 \rho U^{2}\right)$ in different azimuthal locations for different flow velocities (all the amounts are differential pressures, which are the difference between the pressure values at two diametral locations, e.g., 0 deg, 180 deg, etc.)
are shown in Fig. 5. The PSDs are obtained using $\phi$ $=H(f) \cdot \operatorname{Conj}(H(f)) / n \cdot f$ where "Conj" is the conjugate operator, $H(f)$ is the discrete Fourier transform of the time domain signal, $n$ is the data record length, and $f$ is the sampling frequency. In simulations, a time step of 0.0001 s , which is equivalent to 10 kHz sampling frequency, is used. In the simulation runs, the data length is 10,000 or 1 s . All PSDs in this paper are one-sided spectrum within the frequency range between 0 kHz and 5 kHz . The frequency range between 10 Hz and 50 Hz was windowed, following the experimental procedure as extraneous lowfrequency noises normally affect the results. Intriguingly, numerical errors may also affect the pressures. The erroneous nature of these low-frequency signals were identified based on the fact that they randomly emerged in the low-frequency regions. The experimental dominant frequencies for flow velocities of $0.759 \mathrm{~m} / \mathrm{s}$ and $1.27 \mathrm{~m} / \mathrm{s}$ were 20 Hz and 35 Hz , respectively. From the present numerical results, the corresponding frequencies are 18.4 Hz and 34 Hz , respectively. There is also good agreement for the PSD amplitudes at different azimuthal locations. The trend confirmed in the experimental procedure [3] was that the PSD amplitude increases in the gap regions, and this trend is shown again in Fig. 5 for both numerical and experimental results. The PSD amplitude grows from 0 deg to 30 deg and 60 deg , and similarly for 120 deg and 150 deg as they mirror the points at acute angles (i.e. $30 \mathrm{deg}=\pi-150 \mathrm{deg}$ and $60 \mathrm{deg}=\pi-120 \mathrm{deg})$. The PSDs are


Fig. 6 (a) The original PSD of wall pressures (LES present); (b) smoothened PSD of the present numerical results and other experimental results from different resources (where $\bigcirc$ denotes results from Ref. [22], • denotes results from Ref. [23], $\nabla$ denotes results from Ref. [3], and - denotes LES present results)
not completely the same for the symmetrical locations in the experimental approach because of geometry imperfections, or in the numerical approach because of the random nature of the flow. The normalized PSD results are also compared with other experimental data. The PSD is directly plotted in Fig. 6(a), and is smoothened with a quadratic averaging filter in Fig. 6(b). A typical wall pressure spectrum comprises the ascending low-frequency portion up to the peak. The peak of the curve is referred to as the convective ridge and represents the dominant frequency with maximum turbulent energy and pressure fluctuations. Beyond the dominant frequency, the large-scale turbulence scatters to smaller scales with energy cascade. While the spectrum in the low wave numbers is geometry dependent, the trend in the high wave numbers represents the viscous dissipation and is universal. The lowfrequency range is especially more important when studying the fluid forces spectra in the problem of fluid-induced vibration in nuclear fuel bundles. The predicted PSD amplitude and dominant frequency perfectly match with the experimental result [3]. The trends $K^{2}$ and $K^{-5 / 3}$ for the low and high wave numbers $(K)$ reported in Refs. [18-21] are observed in the predicted spectrum. This confirms the capability of the DSM and the bounded central differencing scheme to predict the PSD and dominant frequency. However, Fig. 6(b) also shows that the PSD slope for the high wave numbers predicted by LES is higher than the experimental


Fig. 5 PSDs of wall pressures in various azimuthal directions at $x / D_{h}=10.01$ (where $\bigcirc$ denotes the experimental results [3] and - denotes the LES present results): (a) $U=0.759 \mathrm{~m} / \mathrm{s}$ and (b) $U=1.27 \mathrm{~m} / \mathrm{s}$


Fig. 7 Mean value of the pressures: (a) rms of pressures at different locations for different flow velocities and (b) rms of normalized pressures $(\rightarrow(\theta=0 \mathrm{deg}), \longrightarrow(\theta=30 \mathrm{deg}), \rightarrow$ $(\theta=60 \mathrm{deg}), \square-(\theta=120 \mathrm{deg})$, and $*-(\theta=150 \mathrm{deg}))$
results [3], and is closer to Refs. [22,23] for the case of pipe and annular flows. This indicates that the bounded central differencing scheme may still contribute to the numerical dissipation. It should be noted that in the experimental procedures, a cut-off frequency is normally applied to the signal to eliminate the low-frequency noises, which may affect the ascending portion of the spectrum.
3.2 Coherent Structure Analysis. The root mean square (rms) values of the pressures at different azimuthal locations in 1 s duration are presented in Fig. 7(a) for three different flow velocities. The rms of pressures are normalized by the dynamic pressure and are shown in Fig. 7(b). Clinch [22] reported that the rms value of the pressure signal is approximately equal to 0.007 $\times\left(1 / 2 \rho U^{2}\right)$ for the case of pipe flow. The results shown in Fig. 7 are consistent with the experimental results in Ref. [4], where the direct variation in rms pressures with the square of velocity is more pronounced for the higher velocities (i.e., $0.759 \mathrm{~m} / \mathrm{s}$ and $1.27 \mathrm{~m} / \mathrm{s}$ ).

The near periodicity of the coherence structures formation is investigated using the correlation analysis. The autocorrelation of a random signal exhibits periodicity with the same frequency as the dominant frequency of the original signal, and exponentially decays with time. The cross-correlation coefficients of the azimuthal velocity fluctuations are shown in Fig. 8. The autocorrelation of the velocity fluctuations in the wide-gap region $(\theta$ $=0 \mathrm{deg}$ ) and cross-correlations between the velocities at $\theta$ $=0 \mathrm{deg}$ and other locations are shown. Using the flow velocities and time scale, the streamwise wavelength of the autocorrelations at all velocities is approximately equal to $2 D_{h}$, which can be regarded as the space between the two consecutive coherent structures. The strongest correlation of the velocity fluctuations occurs between the two adjacent points, and decreases with separation distance as shown in Fig. 8 and as reported in Ref. [4]. The weakest correlation occurs between velocities at $\theta=0 \mathrm{deg}$ and $\theta$ $=150 \mathrm{deg}$, which are two furthest-apart locations. In the present analysis, there are also time delays appearing on the crosscorrelation coefficients. In the experimental work [4], although the cross-correlations in the axial direction showed time delays, the correlations for the same streamwise and different azimuthal locations generally centered with no time delay as there was no lateral convection for pressure. In the present model, the time delay in the lateral velocity fluctuations at different azimuthal locations is the result of the vortices around the rod surface. The coherence structure is caused by these vortices forming at differ-


Fig. 8 Cross-correlation coefficients between the azimuthal velocity fluctuations at different locations: (a) $U=0.253 \mathrm{~m} / \mathrm{s}$, (b) $U=0.759 \mathrm{~m} / \mathrm{s}$, (c) $U=1.27 \mathrm{~m} / \mathrm{s}$, and (d) data point locations. Each curve is shifted upwards by a different distance
ent steamwise locations and propagating along the axial direction for a given azimuthal location in the cross section, which causes time delay in the cross-correlation curves.
3.3 Turbulence Intensity and Mean Flow Analysis. In this section, turbulence intensities in different directions and mean flow characteristics are investigated. The simulation results are compared with a new set of experimental results, as turbulence intensity and mean flow velocity are not discussed in Refs. [3,4]. The experimental approaches given in this section are used for qualitative comparisons of turbulence intensity and mean flow velocity in the cross section of a bundle geometry. The mean flow results are obtained using data sampling and time averaging of instantaneous values over a 1 s period of time. The normalized PSDs of flow velocity components in the narrow-gap and widegap locations are given in Fig. 9. The narrow-gap location is at


Fig. 9 Smoothened PSDs of velocity fluctuations for different velocity components (where - denotes the wide-gap location and ---- denotes the narrow-gap location): (a) $U=0.253 \mathrm{~m} / \mathrm{s}$, (b) $U=0.759 \mathrm{~m} / \mathrm{s}$, and (c) $U=1.27(\mathrm{~m} / \mathrm{s})$

Table 4 Turbulence intensities for the wide-gap (subchannel center) and narrow-gap locations

| Present |  | Rowe et al. [5] |
| :---: | :---: | :---: |
| $P / d=1.08, \operatorname{Re}=4.9 \times 10^{4}$ |  | $P / d=1.25, \operatorname{Re}=10^{5}$ |
|  | Subchannel center |  |
| $I_{x}=4 \%$ |  | $I_{x}=4.1 \%$ |
| $I_{r}=2.5 \%$ |  | $I_{r}=2.9 \%$ |
|  | Narrow-gap |  |
| $I_{x}=8.1 \%$ |  | $I_{x}=5.2 \%$ |
| $I_{r}=4.1 \%$ |  | $I_{r}=3.1 \%$ |

Note: $I_{x}$ is the axial intensity and $I_{r}$ is the radial intensity.
halfway between two adjacent cylinders such as cylinders 1 and 2 . The wide-gap location lies between two nonadjacent cylinders such as cylinders 1 and 3 (see Fig. 1). The results show that the PSD amplitude of the axial velocity fluctuations is higher than that of lateral velocities. In almost all of the curves, the spectra in the narrow-gap regions have higher PSD amplitudes, and exhibit more periodic pattern with a distinguishable convective ridge compared to the wide-gap regions [5-8].

The axial $I_{x}$ and radial $I_{r}$ turbulence intensities are compared with the experimental results in Table 4. The numerical and experimental results are consistent with each other in the wide-gap regions. The computed turbulence intensities in the narrow-gap region are higher than the experimental data. As shown in Table 4, the experiments of Rowe et al. [5] were performed for a pitch to diameter ratio of 1.25 and a Reynolds number nearly twice as much as the present Reynolds number. The present pitch-todiameter ratio of 1.08 may be the cause of higher intensities in the narrow-gap region. The time-averaged axial and radial flow velocities normalized by the mean axial velocity are compared to the experimental results obtained by Moller [6] for $P / d=1.072$ and a

Table 5 Time-averaged velocity magnitude normalized by the mean axial velocity

|  | Present |  | Moller [6] |
| :--- | :---: | :---: | :---: |
|  | $P / d=1.08, \operatorname{Re}=4.9 \times 10^{4}$ | $P / d=1.072, \operatorname{Re}=8.5 \times 10^{4}$ |  |
| Center | 1.23 |  | 1.1 |
| Near-wall | 0.82 | 0.7 |  |

(a)



Fig. 11 Time-averaged cross-flow vectors for $U=1.77 \mathrm{~m} / \mathrm{s}$

Reynolds number of $8.5 \times 10^{4}$ and are given in Table 5. The velocity contours are also shown in Fig. 10. The normalized axial flow velocity varies between $0.8 U$ in the gaps and $1.23 U$ in the subchannel centers, while the normalized radial velocity has a maximum time-averaged value of 0.13 U . The cross-flow vectors on a cross section plane are given in Fig. 11. The time-averaged vectors show two single symmetric vortices. The velocities associated with the secondary flows increase from zero at the center of the swirl to the maximum value away from the center, and have a plane-averaged value of 0.002 U . The time-averaged turbulent kinetic energy is shown in Fig. 12. The kinetic energy is per unit mass and is normalized by the square of the mean axial velocity. The minimal energy value in the center of subchannels is evident,


Fig. 12 Time-averaged resolved turbulent kinetic energy per unit mass normalized by the square of mean axial velocity $\left(k / U^{2}\right)$ : (a) $U=0.253 \mathrm{~m} / \mathrm{s}$, (b) $U=0.759 \mathrm{~m} / \mathrm{s}$, and (c) $U=1.27 \mathrm{~m} / \mathrm{s}$


Fig. 13 Instantaneous cross-flow velocity vectors normalized by the mean axial flow velocity: (a) $U=0.759 \mathrm{~m} / \mathrm{s}$, (b) $U=1.77 \mathrm{~m} / \mathrm{s}$, and (c) $U=3.54 \mathrm{~m} / \mathrm{s}$


Fig. 14 Instantaneous subgrid-scale turbulent kinetic energy per unit mass normalized by the square of mean axial velocity $\left(k_{s} / U^{2}\right)$ : (a) $U=0.759 \mathrm{~m} / \mathrm{s}$, $(b) U=1.77 \mathrm{~m} / \mathrm{s}$, and (c) $U=3.54 \mathrm{~m} / \mathrm{s}$


Fig. 15 Instantaneous subgrid-scale viscosity ratio $\left(\nu_{t} / \nu\right)$ : (a) $U=0.759 \mathrm{~m} / \mathrm{s}$, (b) $U$ $=1.77 \mathrm{~m} / \mathrm{s}$, and $(c) U=3.54 \mathrm{~m} / \mathrm{s}$


Fig. 16 (a) Instantaneous radial flow velocities normalized by the mean axial flow velocity on the line $A A^{\prime}$; (b) instantaneous wall shear stress normalized by the circumferentially averaged shear stress $(\bar{\tau})$. Each curve of $(b)$ is shifted upward by different distances.
which is caused by the minimal resolved Reynolds stresses in those areas. The maximal energy, as expected, appears in the vicinity of the eddies and the gap regions.
3.4 Instantaneous Flow Analysis. The instantaneous crossflow vectors are shown in Fig. 13 for three different flow velocities. A broader range of Reynolds numbers is used in this subsection for the instantaneous flow analysis. The maximum magnitudes of velocity vectors are between 0.10 and 0.16 times the mean axial flow velocity. Eddies are formed in different locations in the subchannels. The coherent structures are a network of such eddies and are normally characterized when the second invariant of the velocity gradient is positive with the vorticity stronger than the strain. The centers of eddies are associated with posi-
tive second velocity invariant and have minimal energy dissipation, while the maximal energy dissipation occurs at the vicinity of eddies. The subgrid-scale turbulent kinetic energy is shown in Fig. 14. The contours are for the unit mass of the flow and are normalized by the mean axial flow velocity. The contours for all velocities show maximal values near the wall boundaries, and a rapid decrease at the subchannel center. Conversely, for the viscosity ratio contours shown in Fig. 15, the turbulent viscosity is damped on the solid boundaries and increases with the distance from the walls.
3.5 Grid Resolution. As shown in Fig. 3, grid resolution has significant effect on the result predicted by LES. Meshes I and II provided higher dissipation rate as indicated by the steeper PSD curve for the high wave numbers as compared to mesh III and the experimental results [3]. The main difference between meshes II and III is the finer lateral mesh and improved boundary layer mesh with $y^{+}=1$ for mesh III. Moreover, meshes I and II significantly overpredict PSD amplitude. In Fig. 16(a), instantaneous normalized radial flow velocity has been plotted on the line $A A^{\prime}$ that passes through the center of axial vortices. The curves understandably show decay in the middle as a result of minimal radial velocity magnitude at the center of vortices. While the curves for the coarse meshes (I and II) represent a single eddy, the curve for mesh III shows more oscillatory pattern that signifies the development of flow separation and formation of eddies. Similarly in Fig. 16(b), where the instantaneous wall shear stress is normalized by the circumferentially averaged shear stress, same comparison may be made. Mesh III exhibits more oscillatory behavior as a result of more localized eddy formation. The more detailed flow separation and eddy formation captured by mesh III can enhance


Fig. 17 Cross section areas associated with $\left(k-k_{s}\right) / U^{2}>0$ : (a) mesh I, (b) mesh II, and (c) mesh III
the turbulent stresses resolved by LES and widen the LES region. It should be noted that the results shown in Fig. 16 are referenced by the mean value. The magnitudes of the wall stresses are higher for the coarse meshes because of the higher velocity gradients. The effect of mesh resolution on the resolved turbulence is further investigated by comparing the resolved and modeled kinetic energy in Fig. 17. The areas with a resolved kinetic energy higher than the modeled one are shown for the three meshes. The resolved kinetic energy ( $k$ ) is time-averaged and the subgrid-scale turbulent energy $\left(k_{s}\right)$ is instantaneous. The empty portions of the contours represent $k_{s}>k$. While there is no major difference between meshes I and II, a significant change can be seen for mesh III. According to the figure, larger area of higher resolved turbulent energy is shown for mesh III. For the coarse meshes I and II, a large portion of the contours near and away from the walls and even some areas in subchannel centers have higher modeled turbulent energy, while in the case of mesh III, only near-wall regions are emptied and the larger part of the cross section is filled with the higher resolved eddies and represents the LES region.

## 4 Conclusion

LES with DSM is employed in this paper to simulate turbulent axial flow along an array of rods. The spectral and mean flow analyses delivered results consistent with those experimentally obtained for the same geometry; however, some discrepancy is observed in the pressure spectrum for the higher wave numbers. Although a bounded central differencing scheme, which is competitive in terms of minimizing the numerical errors, is used, the effect of unphysical ripples and numerical dissipation on the pressure spectrum cannot be completely ruled out. The developed LES approach is successful in confirming the findings about coherent structures, geometry dependence, and turbulence characteristics in the bundle flows previously reported by the experimentalists in the literature. The mesh resolution and its effect on the eddy formation and development of the LES regions are also examined in this paper. It is found that proper lateral mesh resolution can significantly contribute to the eddy formation, and consequently, a more realistic simulation result of turbulent stresses. LES is an efficient tool in predicting unsteady flow characteristics in a fuel assembly. The capability of the model is attractive to the nuclear industry in predicting unsteady side forces induced by the turbulent flows through subchannels of a fuel bundle.
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## Nomenclature

$$
\begin{aligned}
C_{s}= & \text { Smagorinsky constant } \\
D_{h}= & \text { hydraulic diameter }(\mathrm{m}) \\
d= & \text { cylinder diameter }(\mathrm{m}) \\
f= & \text { turbulence frequency }(1 / \mathrm{s}) \\
k= & \text { resolved turbulent kinetic energy per unit mass, } \\
& 1 / 2\left(u_{x}^{\prime 2}+u_{r}^{\prime 2}+u_{\theta}^{\prime 2}\right)\left(\mathrm{m}^{2} / \mathrm{s}^{2}\right) \\
k_{s}= & \text { subgrid-scale turbulent kinetic energy per unit } \\
& \text { mass }\left(\mathrm{m}^{2} / \mathrm{s}^{2}\right) \\
P= & \text { pitch }(\text { center-to-center distance })(\mathrm{m}) \\
p= & \text { pressure }(\mathrm{Pa}) \\
\bar{p}= & \text { normalized pressure, } p / 1 / 2 \rho U^{2} \\
\mathrm{Re}^{2}= & \text { Reynolds number } \\
\operatorname{Re}_{\tau}= & \text { Reynolds number based on friction velocity } \\
r= & \text { radial coordinate } \\
r^{+}= & \text {dimensionless mesh size in the radial direction } \\
S_{i, j}= & \text { strain rate tensor }(1 / \mathrm{s})
\end{aligned}
$$

$$
\begin{aligned}
|S| & =\text { filtered strain rate magnitude }(1 / \mathrm{s}) \\
\mathrm{St} & =\text { Strouhal number, } f \cdot D_{h} / U \\
t & =\text { simulation time }(\mathrm{s}) \\
\bar{t} & =\text { time delay }(\mathrm{s}) \\
u_{x, r, \theta} & =\text { velocity tensor }(\mathrm{m} / \mathrm{s}) \\
u_{\tau} & =\text { friction velocity }\left(\tau_{w} / \rho\right)^{1 / 2}(\mathrm{~m} / \mathrm{s}) \\
u_{x, r, \theta}^{\prime} & =\text { fluctuating velocity components }(\mathrm{m} / \mathrm{s}) \\
U & =\text { mean axial flow velocity }(\mathrm{m} / \mathrm{s}) \\
U_{x, r, \theta} & =\text { time-averaged flow velocity }(\mathrm{m} / \mathrm{s}) \\
\bar{U}_{x, r, \theta} & =\text { time-averaged flow velocity normalized by the } \\
x^{+} & =\text {mean axial velocity } \\
y^{+} & =\text {dimensionsionless mesh size in the axial direction } \\
& u_{\tau} y / \nu \\
\delta & =\text { boundary layer thickness }(\mathrm{m}) \\
\Delta & =\text { filter length, differential operator }(\mathrm{m}) \\
\Delta^{+} & =\text {dimensionless mesh size } \\
\phi_{p} & =\text { PSD of pressures }\left(\mathrm{Pa}^{2} / \mathrm{Hz}\right) \\
\bar{\phi}_{p} & =\text { normalized PSD, } \phi_{p} / \rho^{2} U^{3} D_{h} \\
\mu_{t} & =\text { turbulent viscosity }\left(\mathrm{kg} \mathrm{~m}^{-1} \mathrm{~s}^{-1}\right) \\
\nu & =\text { kinematic molecular viscosity }\left(\mathrm{m}^{2} \mathrm{~s}^{-1}\right) \\
\nu_{t} & =\text { kinematic turbulent viscosity }\left(\mathrm{m}^{2} \mathrm{~s}^{-1}\right) \\
\theta & =\text { azimuthal coordinate } \\
\rho & =\text { density }\left(\mathrm{kg} \mathrm{~m}^{-3}\right) \\
\tau_{i, j} & =\text { subgrid-scale stress tensor }\left(\mathrm{kg} \mathrm{~m}^{-1} \mathrm{~s}^{-2}\right) \\
\tau_{w} & =\text { wall shear stress }\left(\mathrm{kg} \mathrm{~m}^{-1} \mathrm{~s}^{-2}\right)
\end{aligned}
$$
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# A Single-Stage Centripetal Pump-Design Features and an Investigation of the Operating Characteristics 


#### Abstract

In this paper, we present an experimental and numerical investigation of a single-stage centripetal pump (SSCP). This SSCP is designed to operate in the pump regime, while forcing the working media through impeller-stator flow channels in the radial inward direction. The measured performance curves are characterized by a hysteresis, since the throttle-closing performance curves do not correspond to the throttle-opening performance curves throughout the whole operating range. A computational fluid dynamics (CFD) model was developed to establish these throttle-closing and throttle-opening performance curves. The flow conditions obtained with the CFD simulations confirm that the hydraulic behavior of the SSCP is influenced by the partial circumferential stall that occurs in the impeller-stator flow channels. It was shown that the inflow conditions to the impeller-stator assembly considerably influence the flow rate of the stall cessation, the size of the hysteresis, and the head generated during part-load operations. [DOI: 10.1115/1.4000846]
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## 1 Introduction

Regarding the basic flow direction and the transfer of energy between an impeller and a fluid, radial turbomachinery can be divided into four types: centrifugal pumps, centripetal pumps, centripetal turbines, and centrifugal turbines. These are presented in a four-quadrant chart describing the particular turbomachine type, Fig. 1. The typical geometry of each type of radial turbomachinery is shown in the meridional and cascade plane (the impeller, stator, and guide vanes are designated by I, S, and GV, respectively).

Centrifugal pumps, as power-absorbing machines (Fig. 1, quadrant I), and centripetal turbines, as power-producing machines (Fig. 1, quadrant III), represent the conventional forms of radial turbomachinery. These are machines with a defined form, an optimized design for different standard applications, and a known range of operation. The flow and energy characteristics of conventional radial turbomachinery are, to a large extent, known and widely discussed. In contrast, the amount of research conducted on unconventional radial turbomachinery, whose main feature is a change in the basic flow direction, is far from extensive. An experimental and numerical investigation of the flow and energy characteristics of a centrifugal turbine was performed by Sekavčnik et al. [1-4]. Good agreement between the measured and calculated energy characteristics was obtained. Restrictions regarding the impeller design were given. The effect of the Coriolis force on the energy characteristics was explained. The position in the Cordier diagram was determined according to the measured energy maps.

The initial investigations on centripetal pumps were made by Petermann [5] and Pfleiderer [6]. Petermann proved experimentally that a radial pump with the appropriate geometrical and operating parameters could operate in the pump regime while forc-

[^8]ing the fluid in the centripetal direction. This pump regime operation is determined by the transfer of energy from the pump's impeller blades to the fluid, which is forced through the impeller cascade, receiving a certain head rise along the streamline at the flow rate determined by the intersection of the pump and system head-capacity curves. The first guidelines for the design of a centripetal radial pump presented in Ref. [5] state that the following-a small value for the impeller radius ratio $R_{2} / R_{1}$, an appropriate impeller-blade geometry, an appointed direction for the impeller rotation, and the installation of an appropriate stator on the inner impeller radius-are essential to obtain a centripetal flow direction in the pump regime. The centripetal pump can be, in general, utilized in applications where the working media flows radially inward and a total head rise is required. Petermann [5], e.g., suggested that a centripetal pump stage could be used to ensure a total pressure rise in the return channels of multistage centrifugal pumps.

Some time later, Gantar and Sekavčnik [7-9] focused their research on the hydraulic behavior of radial pump stages (RPS) and the requirements that have to be fulfilled in order to achieve centripetal pumping. The influence of the RPS geometry and the operating conditions on the basic flow direction in the pump regime were studied systematically using analytical and numerical tools. The results of the research were given in terms of the flow and energy characteristics, as well as the four-quadrant charts showing all the operating regimes of the RPS. The four-quadrant chartalso known as the "circle diagram"-is a standard method (used by several authors: Knapp [10,11], Stepanoff [12], Karassik et al. [13], and Guelich [14]) for the presentation of possible operating regimes (modes) and the complete energy characteristics of a pump.

Based on RPS research, Gantar et al. [15] designed a flange-toflange single-stage centripetal pump (SSCP) using computer-aided design (CAD) and CFD tools, measured the performance curves of the SSCP in a test facility with water as the working medium, and compared the calculated and measured results. The measured performance curves of the SSCP are characterized by a hysteresis,


Fig. 1 Basic division of radial turbomachinery
where the performance curves differ, depending on whether the measurement points were obtained during a flow rate reduction (throttle-closing performance curves) or during a flow rate increase (throttle-opening performance curves). The delivery head and the efficiency of the SSCP are abruptly decreased when reducing the flow rate from the point of the maximum head. The calculated head-capacity and efficiency-capacity performance curves have a similar curve shape to the measured throttle-closing curves. However, using the applied CFD approach, the measured throttle-opening curve in the hysteresis could not be established.

In the present paper, further research on the SSCP is presented, focusing on:

- a prediction of throttle-closing and throttle-opening performance curves using CFD tools;
- an analysis of the fluid flow conditions along both performance curves;
- an analysis of the stall phenomenon occurring in the SSCP; and
- a prediction of the effect of the impeller-stator inflow conditions on the performance of the SSCP.


## 2 Single-Stage Centripetal Pump Design

The main hydraulic elements of the SSCP are the volute casing V , the impeller I , the stator on the outer impeller diameter S 2 , and the stator on the inner impeller diameter S1. The geometry of the SSCP in the cascade plane is shown in Fig. 2. The volute is a welded sheet-metal piece. The impeller and both stators were manufactured using the selective laser sintering process, and the PA3200GF Polyamide material was used. The surface roughness of the impeller and both stators was reduced, performing the surface-smoothing treatment (Step 1: treatment with small metal balls, Step 2: grinding and painting). The SSCP is equipped with a Plexiglas window, enabling optical access to the impeller-stator assembly.

The stator S2 was designed to deliver some prerotation of the flow approaching the impeller inlet. The impeller geometry is very similar to the one investigated in Refs. [7-9] as a part of the unconventional radial pump stage. The size of the impeller is smaller and the blades are relatively thicker due to the smaller impeller size when compared with the impeller discussed in Refs. [7-9]. The stator S1 was designed to reduce the peripheral velocity component of the flow exiting the impeller and to ensure a flow without rotation at the discharge flange.

The impeller is rotationally fixed to the shaft and rotates with the rotational speed $n$ in the direction depicted in Fig. 3. The main
geometrical parameters of the SSCP are given in Table 1. The direction of the flow through the SSCP is shown by the arrows in Fig. 3.

## 3 Measurements

The performance of the SSCP was tested in a rig, shown schematically in Fig. 4. The working medium was water. The tank and the pump were connected with the suction and discharge pipelines, with both pipelines equipped with butterfly valves located close to the tank. The butterfly valve 1 was used for the flow rate variation. The pump was driven by an eight-pole three-phase asynchronous motor with a nominal power of $P_{n}=0.55 \mathrm{~kW}$, governed by means of a variable-frequency drive, allowing the adjustment of the motor's rotational speed. The pump's performance was measured at a rotational speed of $n \cong 600 \mathrm{~min}^{-1}$.
The flow rate was measured with an orifice plate connected to a differential pressure sensor. The orifice plate was manufactured and integrated into the test rig according to Ref. [16]. The static pressure rise/drop $\Delta p_{p-s t}$ from the pump's suction flange to the pump's discharge flange was obtained using a differential pressure transducer. The rotational speed $n$ was determined by an optical proximity sensor. To calculate the torque $M$, the motor was doubly embedded and equipped with a fixed arm pressing onto the dyna-


Fig. 2 SSCP in cascade plane section


Fig. 3 Cross section of the SSCP in cascade and meridional plane
mometer. The water temperature $T_{w}$ was measured using a Pt100 resistance temperature detector. A personal computer equipped with a multichannel card was used for the data acquisition and the postprocessing of the data.

Due to a slight variation in the rotational speed $\left( \pm 5 \mathrm{~min}^{-1}\right)$ during the measurement of the pump's performance curves, the measured operating points were recalculated according to the hydraulic affinity laws for turbomachinery to a constant rotational speed of $n=600 \mathrm{~min}^{-1}$. Water temperature was $T_{w} \approx 25^{\circ} \mathrm{C}$. The Reynolds number, based on the outer impeller diameter $D_{2}$, the impeller circumferential velocity $u_{2}$, and the kinematic viscosity of water at $25^{\circ} \mathrm{C}$, is $\operatorname{Re}_{u}=\left(u_{2} \cdot D_{2}\right) / \nu=1.42 \times 10^{6}$.

Table 1 Main geometrical parameters of the SSCP

| Geometrical parameter | Impeller | Stator S2 | Stator S1 |
| :--- | :---: | :---: | :---: |
| Outer diameter | $D_{\mathrm{I} 2}=200 \mathrm{~mm}$ | $D_{\mathrm{S} 2,2}=268 \mathrm{~mm}$ | $D_{\mathrm{S} 1,2}=172 \mathrm{~mm}$ |
| Inner diameter | $D_{\mathrm{IL}}=175 \mathrm{~mm}$ | $D_{\mathrm{S} 2,1}=203 \mathrm{~mm}$ | $D_{\mathrm{S} 1,1}=86 \mathrm{~mm}$ |
| Width | $b_{\mathrm{I}}=14 \mathrm{~mm}$ | - | - |
| Blade number | $Z_{\mathrm{I}}=47$ | $Z_{\mathrm{S} 2}=26$ | $Z_{\mathrm{S} 1}=21$ |
| Outer blade angle | $\beta_{\mathrm{I2}}=20 \mathrm{deg}$ | $\alpha_{\mathrm{S} 2,2}=20 \mathrm{deg}$ | $\alpha_{\mathrm{S} 1,2}=20 \mathrm{deg}$ |
| Inner blade angle | $\beta_{\mathrm{II}}=60 \mathrm{deg}$ | $\alpha_{\mathrm{S} 2,1}=70 \mathrm{deg}$ | $\beta_{\mathrm{S} 1,1}=90 \mathrm{deg}$ |



Fig. 4 Ground plan of the test rig

## 4 CFD Analysis

Steady-state CFD simulations are widely used in the field of turbomachinery for studying three-dimensional turbulent flow during both design and off-design conditions. Good agreement between the calculated results and those obtained with measurements was proven by several authors [17-20]. Muggli et al. [17] used CFD tools to investigate the mixed-flow pump's characteristics between $20 \%$ and $100 \%$ of the flow rate at the best-efficiency point (BEP). The calculated energy characteristics (stage total head, static pressure rise in the impeller and static pressure difference in the diffuser) of the investigated pump are in better agreement with the measured ones in the region of the BEP than in the region of the part-load. The level of the simulation accuracy determining the stage total head around the BEP is in the range of $\pm 5 \%$; although it is increased to $\pm 10 \%$ when the flow rate is reduced toward shutoff (the level of the simulation accuracy refers to the percentage deviation of the calculated value with respect to the measured one). Similar findings were also established in Refs. [18,19]. Gugau [18] investigated three centrifugal pumps: pump $n q 28$ with a vaneless diffuser, and also pumps $n q 20$ and $n q$ 26, both with a volute casing. A broad series of numerical simulations were undertaken, investigating the influence of the frame-change model and turbulence models on the calculated energy characteristics, mainly in the region between $50 \%$ and $120 \%$ of the flow rate at the BEP. Regarding the agreement between the calculated and measured energy characteristics, it can be concluded that the use of the mixing plane interface generally leads to better agreement with the measured results, while the influence of the turbulence model on the energy characteristics is not particularly noticeable. The level of the simulation accuracy, when using the mixing plane interface, is below $\pm 10 \%$ for the investigated flow rate region. Adami et al. [19] performed a CFD analysis of two vertical multistage pumps ( $n q 33$ and $n q$ 39) designed according to API 610. The authors confirmed that secondary flow effects, such as leakage flows, disk-friction losses, and wall friction, should not be neglected if the aim is to reach a high level of numerical simulation accuracy. When the flow through the pump's side chambers and the balancing holes were included in the CFD analysis, the calculated energy characteristics in the region be-

Table 2 Main properties of the calculated variations

| Approach | Grid (number of elements/nodes) | Relative average element size $h^{*}$ | Designation |
| :---: | :---: | :---: | :---: |
| Segmental | Coarse (160,000/55,000) | 1.64 | Seg_grid3_k $\omega$ |
| Segmental | Medium (340,000/115,000) | 1.27 | Seg_grid2_k $\omega$ |
| Segmental | Fine (700,000/235,000) | 1.00 | Seg_grid1_k $\omega$ |
| Full pitch-360 deg | Coarse (4,350,000/1,460,000) | 1.64 | 360 deg_grid3_k $\omega$ |

tween $60 \%$ and $120 \%$ of the BEP flow rate fit to the experimental data with a level of accuracy better than $\pm 5 \%$. Braun et al. [20] proved that the CFD tools are also suitable for a flow simulation of turbomachinery with unstable energy characteristics. It was confirmed that the flow conditions and the energy characteristics obtained with a steady-state numerical flow analysis of the pumpturbine working in the pump mode correspond very well to the experimental data. The recirculation onset within the guide vanes of the pump-turbine leading to an unstable energy characteristic was shown by means of CFD tools.

In the case of the present research, the steady-state threedimensional turbulent flow of a viscous fluid was modeled by the Reynolds averaged Navier-Stokes (RANS) equations applied on a finite-volume discretization scheme. The two-equation $k-\omega$ turbulence model was applied in the calculations. An unstructured tetrahedral grid with prismatic layers on all the walls was created for every computational domain, and the grid-size optimization process was performed. The grids of different domains were connected using the general grid interface (GGI) method. All the walls were considered to be hydraulically smooth with no slip influence on the flow. An automatic wall function was used. The second-order advection scheme was used for the analysis of the near-BEP operating points; however, for part-load operating points, a specified blend factor with a value 0.75 was used for the advection scheme due to an insufficient convergence behavior during full second-order accuracy. The residual convergence criterion for the rms mass-momentum and turbulence equations was set to $5 \times 10^{-5}$. The interfaces between the stationary and rotating domains were set as a frozen rotor. The two frames of reference were connected in such a way that they had a fixed relative position throughout the calculation, but with the appropriate frame transformation occurring across the interface [21]. A commercial software package-ansys CFX 10.0 with ansys ICEM CFD 10.0 -was used to provide the discretization (grids), the interface, boundary and parameter definition, and finally, the calculations.

The hydraulic behavior of the SSCP was analyzed at a constant rotational speed of the impeller $n=600 \mathrm{~min}^{-1}$. The analyzed fluid was water at $25^{\circ} \mathrm{C}$. The Reynolds number $\mathrm{Re}_{u}$ is the same as in the measurements $\left(\operatorname{Re}_{u}=1.42 \times 10^{6}\right)$.

The hydraulic behavior of the SSCP was analyzed using two different CFD approaches.
4.1 Segmental. In the first calculation step, the flow domain was composed of the suction pipe, the volute, and the stator S2. The inflow was set at the position of the suction pipe inlet located upstream of the suction flange. The computed velocity distributions at the domain interface between the volute and the stator S2 were exported, averaged, and finally used as the inlet boundary conditions for the second step of the segmental approach. In the second step, the computational domain consisted of the stator S2, the impeller I, the stator S 1 , the bend that directs the fluid flow axially, and the discharge pipe. Here, a rotational periodic interface was used for all the computational domains: The impeller grid consisted of two blades and both stators grids consisted of one blade each ( $Z_{\mathrm{I}}=47, Z_{\mathrm{S} 1}=21, Z_{\mathrm{S} 2}=26$ ). The corresponding pitch angles are: $\theta_{\mathrm{I}}=15.3 \mathrm{deg}, \theta_{\mathrm{S} 1}=17.1 \mathrm{deg}$, and $\theta_{\mathrm{S} 2}$ $=13.8$ deg. When combining the partial results of both steps, the hydraulic characteristics from the suction to the discharge flange
of the SSCP were obtained. It should be noted that the CFD calculations were carried out at four different relative angular settings of the impeller blades against the stator blades for each flow rate. The results of the numerical investigations, given in Sec. 5, represent the average values of the four different relative impellerstator positions.
4.2 Full Pitch- 360 deg. In the full pitch-360 deg approach, the flow in the SSCP-from the suction to the discharge flangewas analyzed in the joint grid assembly that consisted of the suction pipe grid, the volute grid, the 360 deg grids of the stator S2, the impeller, the stator S , the bend and the axial pipe with the discharge flange, and the discharge pipe grid. It was found that in the full pitch-360 deg approach, the influence of the impeller angular location on the flow conditions and SSCP performance curves is negligible. This was confirmed by two sets of full pitch360 deg calculations: four different angular settings of the impeller were analyzed at two flow rates ( $\varphi=0.17$ and $\varphi=0.26$ ).

Four numerical models were investigated: three different refinement levels on the segmental approach and one on the full pitch360 deg approach. The refinement factor in the average cell size, as well as in the essential boundary layer cell thickness was approximately 1.3 (see Table 2, where relative average cell size is given for all grid variations). The full pitch-360 deg calculation was carried out only for the coarse grid due to limitations in the available computational capacities.

## 5 Results

5.1 Definition of the Dimensionless Coefficients. The calculated and measured characteristics of the analyzed SSCP are presented by means of the dimensionless coefficients defined in Eqs. (1)-(4).

Flow coefficient $\varphi$

$$
\begin{equation*}
\varphi=\frac{2 \dot{V}}{\pi D_{2}^{2} b \omega} \tag{1}
\end{equation*}
$$

Head coefficient $\psi\left(\Delta p_{p-t o t}\right.$ stands for the total pressure rise from the pump's suction flange to the pump's discharge flange)

$$
\begin{equation*}
\psi=\frac{8 \Delta p_{p-\text { tot }}}{\rho D_{2}^{2} \omega^{2}} \tag{2}
\end{equation*}
$$

Power coefficient $\lambda$

$$
\begin{equation*}
\lambda=\frac{M}{\rho D_{2}^{5} \omega^{2}} \tag{3}
\end{equation*}
$$

Efficiency $\eta$

$$
\begin{equation*}
\eta=\frac{\dot{V} \Delta p_{p-\text { tot }}}{M \omega} \tag{4}
\end{equation*}
$$

5.2 Error Analysis. The application of the measurementuncertainty analysis to the SSCP best-efficiency point according to Ref. [22] gives a relative uncertainty $U$, where $P$ stands for the precision limit and $B$ for the bias limit, Eq. (5). Table 3 gives the relative uncertainty of the main measured parameters at the experimenter's $95 \%$ confidence estimate. It should be noted that the

Table 3 Measurement uncertainty at the best-efficiency point

| Parameter | Relative uncertainty $U$ <br> $(\%)$ |
| :--- | :---: |
| Flow coefficient $\varphi$ | 1.07 |
| Head coefficient $\psi$ | 1.61 |
| Power coefficient $\lambda$ | 0.90 |
| Efficiency $\eta$ | 1.98 |

uncertainty for each variable was calculated, taking into account the sensor uncertainty and the analog-to-digital conversion uncertainty

$$
\begin{equation*}
U=\sqrt{P^{2}+B^{2}} \tag{5}
\end{equation*}
$$

The discretization error in the performed CFD calculations was estimated according to Ref. [23]. In Table 4, the grid-refinement factor $r$, the solution values $\phi$, the extrapolated solution value $\phi_{\text {ext }}^{21}$, the approximate relative error $e_{a}^{21}$, the extrapolated relative error $e_{\text {ext }}^{21}$, and the fine-grid convergence index $\mathrm{GCl}_{\text {fine }}^{21}$ are given on the basis of the calculated head coefficient $\psi$ and the efficiency $\eta$ at three flow rate coefficients $\varphi$. The extrapolated relative error $e_{\text {ext }}^{21}$ is below $1 \%$ at the best-efficiency point for both the head coefficient $\psi$ and the efficiency $\eta$. At a reduced flow rate $\varphi$ $=0.17$, the extrapolated relative error $e_{\mathrm{ext}}^{21}$ increases to about $2.5 \%$ and to not more than $1.7 \%$ at the flow rate coefficient of $\varphi$ $=0.34$. The fine-grid convergence index $\mathrm{GC}_{\text {fine }}^{21}$ is estimated to be below $3.5 \%$ in the region $0.17<\varphi<0.34$ (see also Figs. 6, 10, and 11).
5.3 Performance Characteristics of the SSCP. The energy transferred from the SSCP to the working medium is not increasing continuously toward shutoff. Such a pump is prone to lead to unstable system operations. The resulting $\psi-\varphi$ curve is referred to as unstable and includes a large hysteresis since the throttleclosing $\psi-\varphi$ curve does not correspond to the throttle-opening $\psi-\varphi$ curve throughout the whole operating range (see Fig. 5). When the flow rate is reduced from its maximum value (A), the pump head rises to (B) and due to the unstable nature of the flow at (B), the flow pattern is changed at the same butterfly valve throttling rate (constant loss coefficient) leading to the operating point (C), determined with a markedly reduced pump flow rate and head with regard to the pump's performance at (B). It should be emphasized that a stationary operation on the curve section between (B) and (C) cannot be established since the transition from operating point (B) to (C) occurs suddenly. A further reduction in the flow rate from (C) to shutoff (D) leads to a moderate drop of the pump head. When the flow rate is increased from the point of shutoff, the measured $\psi-\varphi$ curve corresponds to the one obtained at the flow rate reduction up to the operating point (C). A


Fig. 5 Measured $\psi-\varphi$ curves of the SSCP
further increase in the flow rate from operating point (C) leads to pump head values that are considerably lower than in the case of the flow rate reduction, i.e., section (C) to (E). The throttleopening $\psi-\varphi$ curve meets the throttle-closing $\psi-\varphi$ curve at ( F ) after a steep and sudden rise from operating point (E) to (F), marked with a higher head and flow rate. The operation at (E) is unstable and the transition from operating point (E) to (F) occurs at a constant butterfly valve opening (constant loss coefficient). In the region between (F) and (A), the throttle-opening $\psi-\varphi$ curve corresponds to the throttle-closing $\psi-\varphi$ curve.
The following findings are important.

- If the flow rate is reduced from (A) over (F) to (B) and then increased toward (A), the operating points lie on the (A)-(F)-(B) $\psi-\varphi$ curve.
- The pump has to operate between (A) and (F) on the $\psi-\varphi$ curve before the operating points between (F) and (B) can be achieved.

The described hydraulic behavior is similar to that observed in axial-flow compressors, resulting from the rotating-stall phenomenon. The axial-flow compressor performance in the rotating stall was investigated in Refs. [24-27]. When the flow rate through an axial compressor is reduced from the design value, the flow at a certain operating point becomes unstable, resulting in the onset of the rotating-stall phenomenon. With such operating behavior, the compressor annulus is partially blocked with retarded flow regions rotating around the compressor axis. The consequences of the rotating stall can be a significant reduction in the flow rate, the delivery pressure, and the efficiency. The occurrence of the hysteresis in the performance curves between the stall onset and the

Table 4 Discretization error estimation

|  | At $\varphi=0.17$ |  | At $\varphi=0.26$ |  |  | At $\varphi=0.34$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | $\phi=\psi$ | $\phi=\eta$ |  | $\phi=\psi$ | $\phi=\eta$ |  |  |
|  |  |  |  |  |  |  |  |
| $r_{21}$ | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 | 1.27 |  |
| $r_{32}$ | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 | 1.29 |  |
| $\phi_{1}$ | 0.366 | 0.321 | 0.591 | 0.580 | 0.372 | 0.454 |  |
| $\phi_{2}$ | 0.353 | 0.312 | 0.579 | 0.579 | 0.348 | 0.432 |  |
| $\phi_{3}$ | 0.319 | 0.292 | 0.540 | 0.552 | 0.223 | 0.302 |  |
| $\phi_{\text {ext }}^{21}$ | 0.375 | 0.329 | 0.597 | 0.580 | 0.378 | 0.459 |  |
| $e_{a}^{21}(\%)$ | 3.55 | 2.80 | 2.03 | 0.17 | 6.45 | 4.85 |  |
| $e_{\text {ext }}^{21}(\%)$ | 2.39 | 2.51 | 0.99 | 0.01 | 1.68 | 1.09 |  |
| $\mathrm{GCL}_{\text {fine }}^{21}(\%)$ | 3.06 | 3.21 | 1.25 | 0.01 | 2.13 | 1.38 |  |

Sub- or superscripts 1,2 , and 3 relate to grids 1,2 , and 3 , respectively.


Fig. 6 Comparison of measured and calculated $\psi-\varphi$ curves of the SSCP
stall cessation is typical for axial-flow compressors. In the top-left corner of Fig. 5, the dimensionless pressure-capacity curve of a typical axial-flow compressor undergoing a full-span stall is shown.

The study of the hydraulic behavior of the SSCP was carried out using CFD tools according to the described segmental and full pitch-360 deg approaches. The $\psi-\varphi$ curve acquired using the segmental approach corresponds to the measured throttle-closing $\psi$ $-\varphi$ curve; however, there are quite large discrepancies between the two curves, see Fig. 6. The calculated $\psi-\varphi$ curve is considerably higher than the measured $\psi-\varphi$ curve in the flow region $\varphi>0.15$. This discrepancy can be explained by the significant difference in the surface roughness present during the performed calculations, and that of the real surface roughness of the impeller and both stators installed in the measured pump. All the walls were considered to be hydraulically smooth in the case of the numerical analyses; however, the actual surface roughness of the impeller and both stators installed in the measured pump was far from being hydraulically smooth. The selective laser sintering method yielded rough surfaces for the manufactured impeller and both stators. The surface roughness was reduced; however, the surfaces of the impeller and both stators were still rather rough in the regions of small channel cross sections (e.g., throughout the impeller cascade), where the surface-smoothing treatment was imperfect. Certainly, making the surfaces of the impeller and both stators almost hydraulically smooth would contribute to a better agreement between the calculated and measured $\psi-\varphi$ curves in the flow region $\varphi>0.15$. A marked impact of surface roughness on the $\psi-\varphi$ curve was proven with measurements. The impeller and both stators were installed in the pump after the surfacesmoothing treatment with small metal balls, but without being ground and painted. The deterioration of the head and efficiency was considerable when compared with the ground and painted impeller-stator assembly. The not-ground and not-painted impeller-stator assembly led to a $70 \%$ decrease in the shutoff head and a $30 \%$ decrease in the maximal head, if compared with the ground and painted impeller-stator assembly. Such a marked influence of the surface roughness on the performance curves is mainly caused by a high number of blades and small channel cross sections, especially in the impeller and the stator S1.

The lower branch of the hysteresis in the head-capacity characteristic of the SSCP could not be established using the segmental approach since the performed steady-state numerical analyses delivered practically the same result at a certain flow rate, regardless of the initial simulation conditions.

In contrast, the $\psi-\varphi$ curve that was obtained using the full pitch-360 deg approach corresponds to the measured throttleopening $\psi-\varphi$ curve. If it is compared with the $\psi-\varphi$ curve ob-


Fig. 7 Velocity vectors, midchannel, segmental approach, $\varphi$ $=0.26$
tained using the segmental approach with the corresponding grid quality, it can be concluded that in the flow rate regions of $\varphi$ $>0.3$ and $\varphi<0.15$, both the calculated $\psi-\varphi$ curves are very similar. In contrast, there is an evident distinction between the curves in the flow rate region $0.15<\varphi<0.3$. In this flow rate region, the calculated full pitch-360 deg $\psi-\varphi$ curve suits the lower branch of the measured $\psi-\varphi$ curve, while the calculated segmental $\psi-\varphi$ curve corresponds to the upper branch of the measured $\psi-\varphi$ curve. The size and location of the $\psi-\varphi$ curve hysteresis is predicted well by combining both calculation approaches. However, the upper branch of the hysteresis in the head-capacity curve of the SSCP could not be established using the full pitch- 360 deg approach since, like the segmental approach, the performed steady-state numerical analyses delivered practically the same result at a certain flow rate, regardless of the initial conditions of the simulation.
It has to be mentioned that the calculated characteristics were shifted to lower flow rates for the amount of volumetric losses calculated according to Ref. [28]. For calculation of volumetric losses, the static pressure difference between both sides of the impeller obtained with CFD analysis (segmental approach, grid 1) was used. The level of volumetric losses is very small (although the diameter where the leakage occurs are quite large) due to: small static pressure difference between both sides of the impeller, double labyrinth sealing, small clearances, and rough sealing surfaces. Calculated volumetric losses are $\varphi_{\text {vol }}<0.004$ throughout the whole operating range ( $\varphi_{\mathrm{opt}}=0.26$ ). Volumetric efficiency at the best-efficiency point is above $98 \%$.
The differences in the flow conditions on both branches of the hysteresis are shown at the same flow rate coefficient $\varphi=0.26$ in Figs. 7-9. The velocity vectors in the impeller and both stators are shown in the relative (rotating) and absolute (stationary) frames, respectively. Regarding the number and the density distribution of the computational grids, the velocity vectors presented in Figs. 7-9 are shown in a reduced number and equally spaced manner to provide a clearer representation of the flow conditions.
At the flow rate coefficient of $\varphi=0.26$, the segmental calculation resulted in favorable flow conditions in the impeller and both stators, leading to a maximum efficiency (see Fig. 7). In contrast, at the same flow rate coefficient of $\varphi=0.26$, the flow conditions obtained with the full pitch-360 deg calculations are characterized


Fig. 8 Velocity vectors, midchannel, full pitch-360 deg approach, $\varphi=0.26$
by a highly separated flow, occurring at about $14 \%$ of the impeller-stator circumference (see Figs. 8 and 9) and with favorable flow conditions in the remaining portion of the impellerstator circumference (such a flow pattern is characteristic of the stall phenomenon). With this type of operating behavior, the SSCP impeller-stator assembly is partially blocked with retarded flow sections, which results in a lower head and efficiency, compared with the upper branch of the hysteresis established with the segmental approach. It is clear that the development of completely different flow patterns determines the differences in the hydraulic characteristics on both branches of the hysteresis.

In the case of the segmental calculations, the flow tends to separate toward the impeller outlet at operating points away from
the optimal flow rate (at lower flow rates near the suction side of the blade outlet; at higher flow rates near the pressure side of the blade outlet) due to a rather diverging impeller cascade. If the flow rate is reduced from the point of the maximum head, the flow conditions in the impeller become instantly, highly unfavorable with large areas of highly separated flow, leading to an abrupt deterioration of the head and the efficiency.
In the case of the full pitch- 360 deg calculations, the flow at $\varphi>0.29$ is generally favorable with a limited flow separation at the impeller-blade pressure side, but most importantly, the flow conditions are axisymmetric. With the flow rate reduction, the portion of the impeller-stator circumference characterized by the


Fig. 9 Velocity vectors, midchannel detail, full pitch-360 deg approach, $\varphi=0.26$


Fig. 10 Comparison of measured and calculated $\lambda-\varphi$ curves of the SSCP
highly separated (stalled) flow increases at the expense of the portion of the impeller-stator circumference with generally favorable flow conditions. Although no unsteady-flow simulations were performed, it can be stated-based on the flow pattern in the full pitch-360 deg calculations, the hysteresis in the $\psi-\varphi$ curve, and other similarities with the axial compressors (i.e., a large number of short impeller blades, a small or negligible difference in the peripheral velocity component of the flow entering, and later leaving the impeller)-that the hydraulic behavior of the SSCP is influenced by the rotating-stall phenomenon occurring in the impeller-stator assembly.

The measured power-capacity curve of the analyzed SSCP, shown in Fig. 10, includes a hysteresis as well. The $\lambda-\varphi$ curve slightly decreases with the flow rate reduction from the point of the maximum flow rate to the saddle at the point of the maximum delivery head. After the saddle, the $\lambda-\varphi$ curve increases toward shutoff. The throttle-opening $\lambda-\varphi$ curve corresponds completely to the throttle-closing $\lambda-\varphi$ curve, except in the region of the curves' saddle where the throttle-opening $\lambda-\varphi$ curve lies above the throttle-closing $\lambda-\varphi$ curve. The power-capacity curve hysteresis is considerably smaller than the one present in the headcapacity curve. The power values shown in Fig. 10 were calculated as the measured shaft power reduced by the sum of the disk-friction losses, the volumetric losses, and the mechanical losses present at each operating point. The disk-friction losses and the volumetric losses were calculated according to Refs. [14,28], respectively. The size of the mechanical losses was measured.

The calculated power-capacity curves are compared with the measured one in Fig. 10. The shape of the calculated and measured $\lambda-\varphi$ curves is similar in the region between the maximum flow rate and the measured curve saddle; however, the discrepancy is relatively large. The calculated and measured powercapacity curves meet at the measured curve saddle. Decreasing the flow rate from the measured curve saddle leads to a larger discrepancy between the calculated and the measured $\lambda-\varphi$ curves. The measured $\lambda-\varphi$ curve rises toward shutoff, while the calculated $\lambda-\varphi$ curve drops toward shutoff. As indicated by the significant discrepancy between the calculated and measured power-capacity curves in the region from the curves' saddle toward shutoff, the used CFD approach showed weakness in predicting extensively separated flow conditions during the part-load operation (calculated and measured curves even have opposite inclination). Additionally, the calculated curve obtained by the segmental approach diverges (in direction toward shutoff) from the curve obtained by the full pitch-360 deg approach. As a result, the small hysteresis in the measured power-capacity characteristic cannot be predicted with the used CFD method. Anyway, it was observed that partload operation of the SSCP was still better predicted by the full


Fig. 11 Comparison of measured and calculated $\eta-\varphi$ curves of the SSCP
pitch-360 deg simulation than the segmental one. The full pitch360 deg calculation is able to simulate the partial circumferential blockage of the impeller-stator channels as they occur during the stall phenomenon (with an angular share of blocked channels and an angular share of channels with generally favorable flow conditions), which cannot be achieved with the segmental approach that uses the periodic boundary condition.
The hydraulic efficiency of the SSCP versus the dimensionless flow rate coefficient is shown in Fig. 11. The measured hydraulic efficiency was calculated from the measured hydraulic power, divided by the measured shaft power reduced by the disk-friction, volumetric, and mechanical losses. The measured $\eta-\varphi$ curve is also characterized by a wide hysteresis. The throttle-closing $\eta$ $-\varphi$ curve differs considerably from the throttle-opening $\eta-\varphi$ curve in the region of hysteresis. The efficiency decreases abruptly when the flow rate is reduced below $\varphi=0.2$.
The calculated $\eta-\varphi$ curve obtained with the segmental approach has a similar curve shape to the measured throttle-closing $\eta-\varphi$ curve. The measured throttle-opening $\eta-\varphi$ curve was established using the full pitch-360 deg calculations. The discrepancy between the measured $\eta-\varphi$ curves and the calculated $\eta-\varphi$ curves is, in the region $\varphi>0.2$, smaller than in the case of the headcapacity or power-capacity curves (the calculated power-capacity curve compensates for the amount of discrepancy present at the head-capacity curve).

The maximum measured hydraulic efficiency of $\eta_{\text {opt }}=0.52$ is achieved at a flow rate coefficient of $\varphi_{\text {opt }}=0.26$; however, it can only be achieved along the throttle-closing curve, which means that the best-efficiency point lies in the region of hysteresis. According to measurements, there is a wide operating region between $0.19<\varphi<0.30$, with the hydraulic efficiency not being remarkably lower that the optimum one.

The peak efficiency of the SSCP is rather low. One important reason for the low peak hydraulic efficiency of the measured SSCP is the rough surface of the impeller and both stators. However, there are also some general design weaknesses of the SSCP in comparison with single-stage centrifugal pumps:

- The number of the impeller-stator blades is rather large;
- The diverging impeller cascade;
- The circumferential component of the flow with high velocities exiting the impeller is reduced to zero in the narrow passages of the stator S1 (at the best-efficiency point the hydraulic losses in the stator S1 and the bend leading toward the discharge flange represent around $25 \%$ of the head generated in the impeller);
- The favorable flow conditions occur at rather large flow rates due to the pump's hydraulic design (the impeller inlet area is large).

Table 5 Influence of turbulence model on the calculated energy characteristics

|  | $\varphi$ | $\psi$ | $\lambda$ | $\eta$ | $\varphi / \varphi_{A}$ | $\psi / \psi_{A}$ | $\lambda / \lambda_{A}$ | $\eta / \eta_{A}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A. | 0.09 | 0.16 | 0.0019 | 0.10 | 1 | 1 | 1 | 1 |
| Turbulence model $k-\omega$ | 0.17 | 0.37 | 0.0026 | 0.32 | 1 | 1 | 1 | 1 |
|  | 0.26 | 0.59 | 0.0036 | 0.58 | 1 | 1 | 1 | 1 |
| B. | 0.09 | 0.09 | 0.0014 | 0.08 | 1 | 0.57 | 0.73 | 0.79 |
| Turbulence model $k-\varepsilon$ | 0.17 | 0.29 | 0.0021 | 0.32 | 1 | 0.79 | 0.82 | 1.00 |
|  | 0.26 | 0.55 | 0.0033 | 0.59 | 1 | 0.94 | 0.93 | 1.01 |

The specific speed $n q$, calculated according to Eq. (6), of the SSCP at the best-efficiency point has (according to the performed measurements) the value $n q=80$ due to the large impeller inlet area and low delivery head values $\psi$, which are mainly caused by the high level of hydraulic losses in the stator S1 and by the marked surface roughness

$$
\begin{equation*}
n q=n \cdot \frac{\dot{V}_{\mathrm{opt}}^{1 / 2}}{H_{\mathrm{opt}}^{3 / 4}} \tag{6}
\end{equation*}
$$

5.4 Variation in Turbulence Model. The influence of the turbulence models on the calculated energy characteristics was studied using the fine-grid and segmental approach. The $k-\varepsilon$ turbulence model leads to smaller head and power coefficients, while, in contrast, the efficiency values are more similarespecially near the best-efficiency point. Some results are summarized in Table 5, representing the main performance values for three different flow rates. The main weakness of the $k-\varepsilon$ turbulence model is poor prediction of flow conditions in the part-load region. The performance characteristics were also calculated using the SST turbulence model; however, the results are not shown in Table 5 due to an unsatisfactory solver convergence when applying the SST turbulence model to the flow simulation throughout the part-load region.
5.5 Influence of Inflow Conditions on the SSCP Performance Characteristics. According to the flow pattern analysis of the full pitch-360 deg calculations, the cessation of the last stalled flow section always occurs near the volute tongue (see also Figs. 8 and 9). Obviously, the effect of the nonaxisymmetric shape of the volute influences the inflow conditions to the impeller-stator assembly, especially near the volute tongue, and this consequently increases the flow rate of the stall cessation. To determine the effect of the impeller-stator inflow conditions on the performance of the SSCP, a set of CFD calculations was performed without the


Fig. 12 Influence of inflow conditions on the $\psi-\varphi$ curves of the SSCP
volute (for axisymmetric inflow conditions to the impeller-stator assembly). The $\psi-\varphi$ curves for the CFD calculations performed (a) with the volute and (b) with the axisymmetric inflow are shown in Fig. 12. In the case of the axisymmetric inflow to the impellerstator assembly, the stalling ceases at approximately $\Delta \varphi=0.065$ lower flow coefficient than in the case with the volute, which makes the size of the hysteresis in the performance curves considerably smaller. Furthermore, the part-load head is markedly higher at the axisymmetric inflow than in the case with the volute. It can be concluded that at centripetal pumping the presence of axisymmetric inflow conditions is essential for obtaining a lower flow rate of stall cessation, a smaller size of the hysteresis in the performance curves, and a higher head at the part-load.

## 6 Conclusions

In the present paper, a numerical and experimental investigation of a SSCP is presented. Based on the obtained results, the following can be concluded.

- The $\psi-\varphi$ and $\eta-\varphi$ curves acquired using the segmental CFD approach predict operating points along the measured throttle-closing $\psi-\varphi$ and $\eta-\varphi$ curves. The measured throttle-opening $\psi-\varphi$ and $\eta-\varphi$ curves correspond to the calculated $\psi-\varphi$ and $\eta-\varphi$ curves obtained using the full pitch-360 deg CFD approach. Combining both CFD approaches, the size and location of the hysteresis in the $\psi$ $-\varphi$ and $\eta-\varphi$ curves of the SSCP was established.
- The concluding proposal for an efficient prediction of both branches of the hysteresis is: use the full pitch- 360 deg approach to estimate the lower branch of the hysteresis; if interested in an estimate of the upper branch of the hysteresis, use the segmental model.
- The flow conditions obtained using the full pitch-360 deg calculations confirmed that the hydraulic behavior of the SSCP is influenced by the partial circumferential stall occurring in the impeller-stator assembly.
- The volute of the SSCP causes nonaxisymmetry of the inflow conditions to the impeller-stator assembly and increases the extent of the stall, influencing the operation of the SSCP.
- When the inflow conditions applied to the impeller-stator assembly are axisymmetric, a lower flow rate of stall cessation, a smaller size of the hysteresis, and a higher head at part-load were obtained.
- The developed CFD approach combination can be used for the prediction of the hysteresis in the performance curves of other turbomachinery undergoing stall, e.g., axial-flow compressors.


## Nomenclature

$B=$ bias limit (\%)
$D=$ diameter (m)
$\mathrm{GCl}_{\text {fine }}^{21}=$ fine-grid convergence index $(\%)$
$H=$ total head rise (m)
$M=$ torque $\left(\mathrm{kg} \mathrm{m}^{2} \mathrm{~s}^{-2}\right)$
$P=$ power (W)

```
    \(P=\) precision limit (\%)
Re \(=\) Reynolds number
    \(T=\) temperature \(\left({ }^{\circ} \mathrm{C}\right)\)
    \(\dot{V}=\) volume flow rate \(\left(\mathrm{m}^{3} \mathrm{~s}^{-1}\right)\)
    \(U=\) uncertainty (\%)
    \(Z=\) blade number
    \(b=\) width (m)
    \(c=\) velocity \(\left(\mathrm{m} \mathrm{s}^{-1}\right)\)
\(e_{a}^{21}=\) approximate relative error (\%)
\(e_{\text {ext }}^{21}=\) extrapolated relative error (\%)
    \(g=\) acceleration due to gravity \(\left(\mathrm{m} \mathrm{s}^{-2}\right)\)
    \(h=\) element size (m)
    \(n=\) rotational speed \(\left(\mathrm{s}^{-1}, \mathrm{~min}^{-1}\right)\)
\(n q=\) pump's specific speed
    \(p=\) pressure \(\mathrm{kg} \mathrm{m}^{-1} \mathrm{~s}^{-2}\)
    \(r=\) grid-refinement factor
    \(u=\) circumferential velocity \(\left(\mathrm{m} \mathrm{s}^{-1}\right)\)
\(u_{I 2}=\) circumferential velocity at impeller outer diam-
eter \(\left(\mathrm{m} \mathrm{s}^{-1}\right)\)
```


## Greek Letters

$\alpha=$ stator blade angle (deg)
$\beta=$ impeller-blade angle (deg)
$\Delta p=$ pressure difference $\left(\mathrm{kg} \mathrm{m}^{-1} \mathrm{~s}^{-2}\right)$
$\eta=$ efficiency
$\theta=$ pitch angle (deg)
$\lambda=$ power coefficient
$\nu=$ kinematic viscosity $\left(\mathrm{m}^{2} \mathrm{~s}^{-1}\right)$
$\pi=$ Ludolf's number
$\rho=$ fluid density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$
$\phi=$ solution value
$\phi_{\mathrm{ext}}^{21}=$ extrapolated solution value
$\varphi=$ flow coefficient
$\psi=$ head coefficient
$\omega=$ angular velocity $\left(\mathrm{s}^{-1}\right)$

## Subscripts

$1=$ inner, grid number 1
$2=$ outer, grid number 2
$3=$ grid number 3
in $=$ inflow
opt $=$ optimum
or $=$ orifice plate
out $=$ outflow
$n=$ nominal
$p=$ pump
$u=$ circumferential
I $=$ impeller
S1 = stator S1
S2 $=$ stator S2
st $=$ static
tot $=$ total
ts $=$ total to static
$\mathrm{vol}=$ volumetric
$x=$ axial
$w=$ water
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# On the Relationships Among Strouhal Number, Pressure Drag, and Separation Pressure for Blocked Bluff-Body Flow 


#### Abstract

Strouhal number, pressure drag, and separation pressure are some of the intrinsic parameters for investigating the flow around a bluff-body. An attempt is made to formulate a relationship involving these quantities for flow around a two-dimensional bluff section of various shapes in a confined environment such as a wind tunnel. It includes (a) establishing a relation between the Strouhal number and a modified Strouhal number by a theoretical wake width and (b) incorporating this wake width into a momentum equation to determine the pressure drag. Comparisons have been made with the experimental data, a theoretical prediction (for unconfined flow), and an empirical proposal in literature to indicate that the present methodology is appropriate. Together with its extension to axisymmetric bodies, the current method is able to provide proper limits to the experimental data for a rectangular flat-plate of various width-to-span ratios. In addition, if the separation pressure is given, then the Strouhal number is inversely proportional to the drag coefficient, being comparable to a proposal based on statistical results. Finally, through an example, it is also demonstrated how one of these three parameters may be reasonably estimated from the measured values of the other two.
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## 1 Introduction

Periodic shedding of vortices with alternating circulation is a typical phenomenon observed in the wake of a bluff-body when the Reynolds number $\operatorname{Re}=\rho U h / \mu$ is sufficiently large. Here, $U$ is the freestream velocity, $h$ is the lateral dimension of the body, $\rho$ is the fluid density, and $\mu$ is the dynamic viscosity of the fluid. The phenomenon of vortex-shedding is often quantified by the conventional Strouhal number $S=f h / U$ with $f$ being the frequency of vortex-shedding. For unconfined flow, von Kármán and Rubach [1] described the two-dimensional vortex street by an idealized potential-flow model of two rows of staggered point vortices of opposite strength. Deduced from the consideration of momentum (see, e.g., Lamb [2]), the drag $F_{d}$ arising from the vortex street is a function of the velocities and spacing dimensions of the vortex street.

Roshko [3] investigated the nature of the wake structures behind bluff sections by measuring the shedding frequencies in the wake of three different cylindrical shapes at a negligibly small blockage ratio $z$ (which is the ratio of reference area of the model to the cross-sectional area of the enclosure) of $2.2 \%$ in a wind tunnel. In passing, owing to the constraint from the tunnel walls on the lateral displacement of streamlines, wind-tunnel measurements must be properly corrected if they are used as data for unconfined flow. The bluff sections tested include a circular cylinder, a 90 deg wedge and a flat-plate normal to freestream. While $S$ is approximately constant for each shape over the subcritical range of Reynolds number, it is distinctly different for various sections, as listed in Table 1, in the order of increasingly bluff. By realizing the similarity in the wake structures, he demonstrated how a dimensional analysis led to a universal Strouhal number $S^{*}=f d^{\prime} / U_{S}$ where the characteristic velocity is $U_{S}=k U$ (which is

[^9]the velocity on the free streamline at separation, see Fig. 2) and the characteristic length $d^{\prime}$ is the distance between free streamlines from his "notched-hodograph" theory. $k$ was termed the base-pressure parameter, even though it was actually found from $k=\sqrt{1-c_{p s}}$, where $c_{p s}=2\left(p_{s}-p_{\infty}\right) /\left(\rho U^{2}\right) . p_{s}$ is the pressure at flow separation and $p_{\infty}$ is the freestream pressure. Using the measurements of base-pressure and taking $d^{\prime}$ to be the wake width, Roshko found that $S^{*}=0.164$, being independent of the body shape as well as the Reynolds number. By further assuming the width of the vortex street to be $d^{\prime}$, and by choosing $k=1.4$ as the mean value from his measurements, the predicted values of drag coefficient $c_{d}=2 F_{d} /\left(\rho U^{2} h\right)$ from the Kármán drag formula are in accord with measurements.

For each value of the velocity of vortices, the drag is insensitive to changes in the spacing ratio of the vortices in the Kármán drag formula, as demonstrated by Kronauer [4]. From an analysis based on the Kronauer's minimum drag criterion, Bearman [5] evaluated the lateral displacement between the vortex rows and equated it to the wake width to arrive at $S^{*}=0.181$ for a variety of blunt-based bodies and wake interference configurations. Besides, he arrived at a unique relationship between the product of Strouhal number and drag coefficient $S c_{d}$ and $k$

$$
\begin{equation*}
S c_{d}=F(k) \tag{1}
\end{equation*}
$$

where $F$ is a function of $k$ given in Appendix. Equation (1) was formulated with a general collapse of data of various twodimensional bluff-body shapes with splitter plates and base bleed. Additional evidence is also provided by Bearman [6] containing the data for the smooth and turbulent flows past a circular cylinder in the critical Reynolds number regime. Particular features of Eq. (1), as shown in Fig. 1(a), include (i) $S c_{d}$ being positive when $k$ $\geq 1$, (ii) $S c_{d}$ attaining its maximum value of about 0.27 at $k$ $\approx 1.55$, and (iii) $S c_{d}$ asymptotically approaching 0.16 as $k \rightarrow \infty$. The relationship between $k$ and the spacing ratio of vortices is given in Appendix. With a relationship such as Eq. (1) available,

Table 1 Measured Strouhal number $S$ and drag coefficient $c_{d}$ from Roshko [3]

|  | $S$ | $c_{d}$ |
| :--- | :---: | :---: |
| Circular cylinder $\left(\operatorname{Re}=1.45 \times 10^{4}\right)$ | 0.198 | 1.15 |
| 90 deg wedge $\left(4 \times 10^{3}<\operatorname{Re}<2.4 \times 10^{4}\right)$ | 0.178 | 1.30 |
| Flat-plate $\left(4 \times 10^{3}<\operatorname{Re}<2.4 \times 10^{4}\right)$ | 0.135 | 1.80 |

one of $S, c_{d}$, and $k$ may be estimated from the measured values of the other two.

Simmons [7] and Griffin [8] independently proposed the use of a wake width $d^{\prime}$ at the end of the vortex formation region, "where a vortex is fully formed, is shed and then moves away from the base region." Using a least-square fit of experimental data ranging from stationary to vibrating structures, [8] proposed

$$
\begin{equation*}
S c_{d}=-0.48+0.5 k \tag{2}
\end{equation*}
$$

It was further suggested that

$$
\begin{equation*}
\frac{S c_{d}}{k^{3}}=0.073 \pm 0.005 \tag{3}
\end{equation*}
$$

for the data of $S^{*}$ vary from 0.12 to 0.18 over a range of $\mathrm{Re}^{*}$ $=\operatorname{Re}\left(k d^{\prime} / h\right)$ between 100 and $10^{7}$. Similar to Eq. (1), $S c_{d}$ is positive from Eqs. (2) and (3) when $k \geq 1$, see Fig. 1(a). Nevertheless, note that $S c_{d}$ from Eq. (2) is linear in $k$ while that from Eq. (3) is cubic. Over the range where $1.1 \leq k \leq 1.5$, the values of $S c_{d}$ from the three equations agree well with each other. When $k>1.5$, Eqs. (2) and (3) exhibit an upswing trend, which is different from that of Eq. (1).

As later noticed by Bearman and Trueman [9], their data of $S c_{d}$ and $k$ for rectangular cylinders of various depth-to-width ratios did not fall onto the curve of Eq. (1). Also found by Simmons [7] was that his set of experimental data ( $\left.S, c_{d}, c_{p b}\right)=(0.21,1.35$, -1.34 ) for a 60 deg wedge (at a negligibly small blockage ratio of $3.5 \%$ ) produced a value of $S c_{d}$ greater than the maximum value of Eq. (1) unless the data were corrected for the blockage-effect by the method of Maskell [10]. This method has been widely accepted as a suitable means of correcting wind-tunnel data for the blockage-effect on bluff-bodies created by rigid walls. A similar anomaly was also found when using the data (already corrected for the blockage-effect) of Twigge-Molecey and Baines [11] for a 60 deg wedge. Subsequently, Griffin [8] pointed out that the measurements by Modi and El-Sherbiny [12] of vortex-shedding from a circular cylinder at a blockage ratio of $36 \%$ led to $S c_{d}=0.51$ at $k=1.95$, being also beyond the theoretical prediction of Eq. (1) but still within the curve-fitting prediction of Eq. (2).

For three-dimensional bluff-bodies, Calvert $[13,14]$ measured the Strouhal number and the base-pressure of cones of various apex angles as well as a disk at different inclinations. When the wake width was taken to be the distance between two major peaks


Fig. 2 Definition sketch for (a) an inclined flat-plate and (b) rectangular section in a wind tunnel.
of the turbulence profile at a stream wise location where the static pressure reaches a minimum, $S^{*}=0.20$ was found. In addition, with a square plate inclined about an axis parallel to two of its sides, the variation in Strouhal number with incidence was observed to be nearly the same as that of the disk, when the Strouhal number was based on an equivalent diameter $2 L / \sqrt{\pi}$, where $L$ is the length of the side of the plate. The wake Strouhal number of a sphere within the range where $2 \times 10^{4}<\operatorname{Re}<6 \times 10^{4}$ measured by Calvert [15] was about 0.19 . However, the equation linking $S, c_{d}$, and $c_{p s}$ in the three-dimensional case has seldom been mentioned in literature perhaps because the theoretical formulation is more involved in comparison to the two-dimensional situation.

In a recent study, Yeung [16] investigated the blockage-effect on drag and base-pressure of a bluff-body. By incorporating a potential-flow model for unconfined flow and the theoretical wake width into the momentum equation for the confined flow, the predicted drag, and the base-pressure are in reasonable agreement with experimental data.
The objectives and motivation of this paper are to
(i) provide (with a sound theoretical background) a relationship among $S c_{d}, k$ and blockage ratio $z$ for twodimensional bluff sections,
(ii) extend it to axisymmetric bluff-bodies without involving the discrete vortices directly,
(iii) offer a relation between $S$ and $c_{d}$, comparable to the empirical formula by Hoerner [17].

It is emphasized that the pressure distribution downstream of separation on a bluff-body such as a circular cylinder is not always constant but varies with its location. Different definitions of the base-pressure therefore exist in literature. To avoid ambiguity, the separation pressure (instead of the base-pressure) is utilized throughout the present study and $k$ is called separation-pressure parameter.

## 2 Inclined Flat-Plate and Rectangular Sections

Consider a flat-plate at inclination $\alpha$ situated in the middle of a wind tunnel, as shown in Fig. 2(a). In the presence of freestream of speed $U$, a wake having a characteristic width $D$ behind the


Fig. 1 Relationships of $S c_{d}, k$, and $z$. (a) $z=0$ : ——: Eq. (1); $\cdots$ : Eq. (2); -•-: Eq. (3); ——: Eq. (8). (b) $S^{* *}=0.15$ : ——: Eq. (7) with $z=25 \%$ and $\alpha=90$ deg; and ——: Eq. (8).


Fig. 3 Variations in (a) Strouhal numbers with angle of incidence and (b) $S c_{d}$ with $k$ for flat-plate in unconfined flow. (a) $\boldsymbol{\bullet}$ : $\boldsymbol{S}$ from Fage and Johansen [19]; +: $\boldsymbol{S}^{* *}$ from Eq. (4) with $z=0$. (b) ©: from Fage and Johansen [19], $\diamond$ : from Roshko [3]; $\square$ : from Bearman and Trueman [9]; — —: Eq. (1); $\cdots$ : Eq. (2); and -—: Eq. (8).
plate is formed. Continuity is applied to deduce the important parameter $(1-z)$ for the blocked flow, where the blockage ratio is defined as $z=h \sin \alpha / H$ with $h$ being the plate width and $H$ being the tunnel width. A theoretical wake width was found by Yeung [18] as

$$
\begin{equation*}
D^{*}=h k(1-z)^{3 / 2} \sin \alpha \tag{4}
\end{equation*}
$$

such that the modified Strouhal number $S^{* *}=f D^{*} /(k U)$ is independent of $\alpha$ and $z$ (see for example Fig. 3(a) as a typical case). The values of $D^{*}$ are in fact in good agreement with the measurements quoted in Ref. [18]. Therefore, $D^{*}$ is considered as a suitable choice of the characteristic wake width without resorting to experiments. Surprisingly, the relationship between $S$ and $S^{* *}$

$$
\begin{equation*}
S^{* *}=S(1-z)^{3 / 2} \sin \alpha \approx 0.15 \tag{5}
\end{equation*}
$$

is merely geometrical as the separation-pressure coefficient $c_{p s}$ ( $=1-k^{2}$ ) is not involved.

The momentum equation from Maskell [10] for a twodimensional bluff section is

$$
\begin{equation*}
c_{d}=k^{2} \frac{D}{h}-\frac{D}{h}\left(1-\frac{D}{h} z\right)^{-1} \tag{6}
\end{equation*}
$$

By equating $D$ to $D^{*}$ and by combining Eq. (5) with Eq. (6), it is readily derived that

$$
\begin{equation*}
S c_{d}=k^{3} S^{* *}-\frac{k S^{* *}}{1-k(1-z)^{3 / 2} z \sin \alpha} \tag{7}
\end{equation*}
$$

In the limit that $z \rightarrow 0$ (i.e., unconfined flow), Eq. (7) is simplified to

$$
\begin{equation*}
S c_{d}=k^{3} S^{* *}-k S^{* *} \tag{8}
\end{equation*}
$$

which is independent of the angle of inclination. Note that Maskell's method used in Simmons [7] is based on a first-order approximation of Eq. (6); that is $(1-D z / h)^{-1} \approx 1+D z / h$, and through the same order of approximation, the wake width is related to the drag and the separation-pressure coefficients without resorting to the wake dynamics, which is characterized by vortexshedding. Such an approximation is well justified because the experimental data quoted in Ref. [10] to validate the method are of low blockage ratio (i.e., $z<8 \%$ ). But this approximation is considered not necessary here and Eq. (6) is utilized in the present form with the wake width deduced from the Strouhal number, which is closely linked to the physics of the wake dynamics.

As displayed in Fig. 1(b), $S c_{d}$ from Eq. (8) (i) passes through $\left(k, S c_{d}\right)=(1,0)$, (ii) increases monotonically without any maximum value when $k \geq 1$, and (iii) is cubic in $k$ so it is different from Eq. (2) but resembles Eq. (3). Furthermore, for an inclined plate (i.e., $\alpha>0$ ) with nonzero blockage ratio (i.e., $0<z<1$ ), it can be shown by simple calculations that $0<1-k(1-z)^{3 / 2} z \sin \alpha<1$ over the range $1<k<2$. In other words, the value of $S c_{d}$ from Eq.
(7) is always less than that from Eq. (8) for a given $k$ in this range. This result is illustrated graphically in Fig. 1(b), where the curve of Eq. (7) (with $z=25 \%$ and $\alpha=90 \mathrm{deg}$ ) lies on the right of Eq. (8) because of the blockage-effect. While $S c_{d}$ from Eq. (8) is always positive for $k \geq 1, S c_{d}$ is negative from Eq. (7) over the range $1<k<k^{*}$, where $k^{*}$ satisfies the condition that $\left(k^{*}\right)^{3} z(1$ $-z)^{3 / 2} \sin \alpha-\left(k^{*}\right)^{2}+1=0$. For instance, it is displayed in Fig. 1(b) that $k^{*} \approx 1.10$.

At $\alpha=90$ deg, the blockage ratio of the flat-plate used in Fage and Johansen [19] is $1 / 14$ or $7.2 \%$ and its maximum depth-towidth ratio $d / h$ as shown in Fig. 2(b) is 0.03. In Yeung and Parkinson [20], it was elaborated how the effects of blockage and clearance between the plate and tunnel walls compensated for each other such that the data may be considered as blockage-effect free, (i.e., $z=0$ ). The modified Strouhal number $S^{* *}$, which was obtained by applying Eq. (4) to the experimental data of $S$ from Ref. [19] for $30 \mathrm{deg} \leq \alpha \leq 90$ deg in Fig. 3(a), is independent of inclination $\alpha$ giving a mean value of approximately 0.15 . The experimental data from Ref. [3] (see Table 1) and Ref. [19] are compared with curves of Eqs. (1), (2), and (8) in Fig. 3(b). Additionally, the data points $\left(S, c_{d}, c_{p s}\right)=(0.14,2.07,-1.29)$ from Ref. [9] corresponding to a thin rectangular section with $d / h=0.2$ and $\alpha=90 \mathrm{deg}$ is also included. Some of the data points lie within the portion where the three curves are close to each other. However, those corresponding to larger values of $k$ tend to follow the trend of Eq. (8).

Awbi [21] studied the wind-tunnel constraint on twodimensional rectangular prisms (see Fig. 2(b)) normal to the freestream. His data are chosen in this study because the blockage ratio was varied by employing movable side-walls in a wind tunnel without affecting the aspect ratio (which is the ratio of width to span) of the prism. The variations in Strouhal number with the blockage ratio $(5 \% \leq z \leq 25 \%)$ for prisms at $d / h=0.2,0.5,1.0$, and 1.5 are depicted in Fig. $4(a)$, while values of $S^{* *}$ obtained from Eq. (5) (with $\alpha=90$ deg) are shown in Fig. 4(b). $S^{* *}$ is approximately independent of $z$ but varies linearly with $d / h$, as reflected in Fig. 4(c) (where the data points for $d / h=0.03$ from Ref. [19] are also included). The data corresponding to $d / h=0.2$, 0.5 , and 1.0 at $z=5 \%$ and $25 \%$, respectively, are compared with Eqs. (1), (2), and (7) in Fig. 5, where the value of $S^{* *}$ in Eq. (7) is suitably taken from Fig. 4(c). The data points at $z=5 \%$ lie closely to all these curves but those at $z=25 \%$ are closer to Eq. (7). In particular, $\left(k, S c_{d}\right)=(2.43,1.04)$ in Fig. $5(b)$ (i.e., $d / h=0.5$ and $z$ $=25 \%)$ is beyond the largest $k$ value, namely, $\left(k, S c_{d}\right)$ $=(1.95,0.51)$ from Ref. [12] for a circular cylinder at a blockage ratio of $36 \%$, as quoted in Ref. [8].

## 3 Wedge

Okamoto et al. [22] studied the flow past a symmetrical wedge of base width $h$ and apex angle $\delta$ (see Fig. 6(a)) at $\operatorname{Re}=9 \times 10^{4}$


Fig. 4 Variations in Strouhal numbers for a rectangular section with blockage ratio in (a) and (b) and with $d / h$ in (c). (a) $S$ from Awbi [21]. (b) and (c) $S^{* *}$ from Eq. (5) with $\alpha=90 \mathrm{deg} ; \bigcirc: d / h=0.2,+: 0.5, \triangle: 1.0, \square: 1.5$; and $\diamond: d / h=0.03$ from Fage and Johansen [19].
(based on $h$ ) and a negligibly small blockage ratio of $2.5 \%$. The vortex-shedding frequency in the form of Strouhal number as a function of the apex angle in the range $15 \mathrm{deg} \leq \delta \leq 180 \mathrm{deg}$ is displayed in Fig. 6(b) with modified Strouhal number $S^{* *}$ based on $k U$ and

$$
\begin{equation*}
D^{*}=h k(1-0.2-0.2 \sin (\delta+90 \mathrm{deg})) \tag{9}
\end{equation*}
$$

The measurement from Ref. [7] for $\delta=60 \mathrm{deg}$ is included in Fig. 6(b) for comparison. As shown,

$$
\begin{equation*}
S^{* *}=S(1-0.2-0.2 \sin (\delta+90 \mathrm{deg})) \approx 0.148 \tag{10}
\end{equation*}
$$

which is consistent with those for a flat-plate and rectangular sections, as discussed in Sec. 2.
Ramamurthy and Ng [23] investigated the blockage-effect on the Strouhal number in the wake of a symmetrical wedge with $\delta$ $=60$ deg over $7.1 \% \leq z \leq 42.3 \%$ and found a distinct increase in Strouhal number with $z$. It should be noted that their width of the


Fig. 5 Variation in $S c_{d}$ with $k$ for a rectangular prism in confined flow from Awbi [21]. (a) $d / h=0.2$, (b) 0.5 , and (c) $1.0 ; \bigcirc: z=5 \%, \diamond: z=25 \%$; ——: Eq. (1); $\cdot$ : Eq. (2); -•- : Eq. (7); and —: Eq. (8).


Fig. 6 Flow around a symmetrical wedge in a wind tunnel. (a) Definition sketch. (b) Variations in Strouhal numbers with apex angle. $O$ : $S$ from Okamoto et al. [22], +: $S^{* *}$ from Eq. (10); $\times$ : $S$ from Simmons [7], and $\square: S^{* *}$ from Eq. (10). (c) Variation in $S c_{d}$ with $k$. [22]: with $15 \mathrm{deg} \leq \delta \leq 180 \mathrm{deg} ; \triangle$ [7]: with $\delta=60 \mathrm{deg} ; \diamond$ : Roshko [3] with $\delta=90$ deg; ——:Eq. (1); $\cdots$ : Eq. (2); and -—: Eq. (8).
models was changed to simulate the blockage-effect in the wind tunnel with fixed walls. As such, the aspect ratio of the models did not remain constant. Based on

$$
\begin{equation*}
D^{*}=h k(1-z)(1-0.2-0.2 \sin (\delta+90 \mathrm{deg})) \tag{11}
\end{equation*}
$$

and $k U$, the modified Strouhal number $S^{* *}$ as depicted in Fig. 7(a) is independent of $z$ and related to $S$ as

$$
\begin{equation*}
S^{* *}=S(1-z)(1-0.2-0.2 \sin (\delta+90 \mathrm{deg})) \approx 0.146 \tag{12}
\end{equation*}
$$

Following the method in Sec. 2, it can be derived that

$$
\begin{equation*}
S c_{d}=k^{3} S^{* *}-\frac{k S^{* *}}{1-k(1-z) z(1-0.2-0.2 \sin (\delta+90 \mathrm{deg}))} \tag{13}
\end{equation*}
$$

with Eq. (8) remaining as the expression for unconfined flow. While the data points from Refs. [3,7,22] are near the curves of Eqs. (1), (2), and (8) with $z=0$ in Fig. 6(c), the data from Ref. [23] and Ramamurthy and Lee [24] with $z=14 \%$ and $28 \%$ follow the trend of Eq. (13) in Fig. 7(b).

## 4 Circular Cylinder at Subcritical Reynolds Numbers

It is well known that the Strouhal number, the separation pressure, the drag, and the location of flow separation on a circular cylinder change with the Reynolds number. In the present study, the regime of subcritical Reynolds numbers is of concern. The surface pressure distributions on a circular cylinder at $8.3 \% \leq z$ $\leq 33.3 \%$ and $\mathrm{Re}=10^{5}$ (based on diameter $h$ in Fig. 8(a)) plotted in Fig. 8(b) are from Parkinson and Hameury [25], indicating that
(i) within this range of blockage ratio $z$, the angle of flow separation is approximately at $\beta=\beta_{s}=80 \mathrm{deg}$, where $\beta$ is measured from the frontal stagnation point,
(ii) the pressure at separation $c_{p s}$ is different from the pressure at $\beta=180 \mathrm{deg}$,
(iii) the magnitudes of $c_{p s}$ and $c_{d}$ increase with increasing $z$.

The variation in Strouhal number over the same range of block-


Fig. 7 Variations in (a) Strouhal numbers with blockage ratio, (b) $S c_{d}$ with $k$ for a 60 deg wedge in confined flow from Ramamurthy and Ng [23]. (a) $\mathrm{O}: \mathrm{S},+: S^{* *}$ from Eq. (12) with $\beta=60$ deg. (b) $\bullet: z=14 \% ; \diamond: z=28 \%$; ——: Eq. (1); $\cdots$ : Eq. (2); ——: Eq. (13) with $z=14 \%$; and $-\bullet-$ : Eq. (13) with $z=28 \%$.


Fig. 8 Flow past a circular cylinder in confinement. (a) Definition sketch. (b) Pressure distributions from Parkinson and Hameury [25]. $\bigcirc: z=8.3 \%, \triangle: 13.8 \%,+: 25 \%$, and $x$ : 33.3\%.
age ratio and at the same Reynolds number, as reported in Kong et al. [26], is shown in Fig. 9(a). If the modified Strouhal number is based on $k U$ and $D^{*}$, where

$$
\begin{equation*}
D^{*}=h k(1-z)^{1 / 2} \sin \beta_{s} \tag{14}
\end{equation*}
$$

then

$$
\begin{equation*}
S^{* *}=S(1-z)^{1 / 2} \sin \beta_{s} \approx 0.185 \tag{15}
\end{equation*}
$$

By substituting $D^{*}$ into $D$ in Eq. (5) and combining it with Eq. (4), it is found that

$$
\begin{equation*}
S c_{d}=0.185 k^{3}-\frac{0.185 k}{1-k(1-z)^{1 / 2} z \sin \beta_{s}} \tag{16}
\end{equation*}
$$

By letting $z=0$ (i.e., unconfined flow), Eq. (16) is reduced to Eq. (7) with $S^{* *}=0.185$ and is plotted in Fig. $9(b)$ to compare with Eqs. (1) and (2) and data from Ref. [3] at $\operatorname{Re}=1.45 \times 10^{4}$ and $z$ $=2.2 \%$. Interestingly, the data from other Reynolds number ranges such as Norberg [27] (where $\left(S, c_{d}, c_{p s}\right)=(0.21,0.89,-0.75)$ and $z=1.6 \%$ ) at $\operatorname{Re}=1.5 \times 10^{3}$, Bearman [6] (where $\left(S, c_{d}, c_{p s}\right)$ $=(0.32,0.33,-0.34)$, corrected for blockage) at $\mathrm{Re}=2.13 \times 10^{5}$
and Roshko [28] (where $\left(S, c_{d}, c_{p s}\right)=(0.27,0.7,-0.86)$ corrected for blockage) at $\mathrm{Re}=8.4 \times 10^{6}$ are also close to the three curves. Fig. $9(c)$ shows that the experimental data from Ref. [25] at $z$ $=8.3 \%$ is near the curves of Eqs. (1), (2), and (16). Nevertheless, the data point at $z=33.3 \%$ seems to agree well with Eq. (16).

## 5 Axisymmetric Bluff-Bodies

Equation (1) is for two-dimensional bluff sections in unconfined flow. To establish the corresponding expression for threedimensional bluff-bodies in confined flow, rectilinear vortices in the wake, as in Ref. [1], are to be replaced by vortex loops and their stability has to be analyzed. An attempt is made here to demonstrate how such an expression can be derived from the present methodology for blocked flow without involving the discrete vortices directly.

Consider a disk of diameter $h$ normal to the freestream as defined in Fig. $10(a)$, where the blockage ratio is $z=A / A_{t}$ with $A$ $=\pi h^{2} / 4$ being the disk area and $A_{t}$ being the cross-sectional area


Fig. 9 Variations in (a) Strouhal numbers with blockage ratio, (b) and (c) $S c_{d}$ with $k$ for a circular cylinder. - -: Eq. (1); $\cdots$ : Eq. (2). (a) $\bigcirc$ : $S$ from Kong et al. [26], +: $S^{* *}$ from Eq. (15) with $\beta_{s}=80$ deg. (b) $\diamond$ : Roshko [3], $\bigcirc$ : Roshko [28], +: Norberg [27], $\nabla$ : Bearman [6], and ——: Eq. (8). (c) ©: $z=8.3 \%, \square: z=33.3 \%$ from Parkinson and Hameury [25] and Kong et al. [26], -_: Eq. (16) with $\beta_{s}=80$ deg and $z=8.3 \%$, and $-\bullet-$ : Eq. (16) with $\beta_{s}=80 \mathrm{deg}$ and $z=33.3 \%$.


Fig. 10 Flow past a normal disk in confinement. (a) Definition sketch. (b) Variations in Strouhal numbers with blockage ratio z. ○: S from Miau and Liu [29], +: $S^{* *}$ from Eq. (19).
of the tunnel. The momentum equation from Ref. [10] for a threedimensional bluff-body with an effective wake of cross-sectional area $A_{w}$ is

$$
\begin{equation*}
c_{d}=k^{2} \frac{A_{w}}{A}-\frac{A_{w}}{A}\left(1-\frac{A_{w}}{A} z\right)^{-1} \tag{17}
\end{equation*}
$$

Miau and Lin [29] employed a laser velocimeter to measure Strouhal number in the wake behind a disk over $4.1 \%<z$ $<29.2 \%$. Their data over $1 \times 10^{3}<\operatorname{Re}<3 \times 10^{4}$ as shown in Fig. $10(b)$ are almost independent of the blockage ratio when expressed in terms of $S^{* *}=f D^{*} /(k U)$ with the theoretical wake width defined as

$$
\begin{equation*}
D^{*}=h k \sqrt{2}(1-z)^{5 / 2} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{* *}=S \sqrt{2}(1-z)^{5 / 2} \approx 0.191 \tag{19}
\end{equation*}
$$

It is interesting to note that $S^{* *}$ is about the same as $S^{*}$ found by Calvert [13,14]. By substituting $A_{w} / A=\left(D^{*} / h\right)^{2}$ into Eq. (17) and combining it with Eq. (19)

$$
\begin{equation*}
S c_{d}=0.191 \sqrt{2} k^{4}(1-z)^{5 / 2}-\frac{0.191 \sqrt{2} k^{2}(1-z)^{5 / 2}}{\left(1-2 k^{2}(1-z)^{5} z\right)} \tag{20}
\end{equation*}
$$

If $z=0$, then Eq. (20) is reduced to

$$
\begin{equation*}
S c_{d}=0.191 \sqrt{2}\left(k^{2}-1\right) k^{2} \tag{21}
\end{equation*}
$$

which is quartic in $k$, as compared to being cubic as in Eq. (8). It can be shown by simple calculations that $0<1-2 k^{2}(1-z)^{5} z<1$, if $0<z<1$ and $1<k<2$. Therefore, similar to the inclined flat-plate as discussed in Sec. 2, Equation (20) is to the right of Eq. (21), as depicted in Fig. 11(b).

As for a sphere of diameter $h$ in Fig. 11(a), it is proposed that the unconfined flow at subcritical Reynolds numbers around it is similar to that around a circular cylinder. Based on Eq. (14),

$$
\begin{equation*}
D^{*}=h k \sin \beta_{s} \tag{22}
\end{equation*}
$$

which leads to the modified Strouhal number

$$
\begin{equation*}
S^{* *}=S \sin \beta_{s}=0.188 \sin 80 \mathrm{deg}=0.185 \tag{23}
\end{equation*}
$$

being reasonably consistent with the wake Strouhal number of 0.19 from the measurements in Ref. [15], as stated in Sec. 1. With $A_{w}=\pi\left(h k \sin \beta_{s}\right)^{2} / 4, z=0$, and $D=D^{*}$, Eqs. (17), (22), and (23) can be combined to give

$$
\begin{equation*}
S c_{d}=0.185\left(k^{2}-1\right) k^{2} \tag{24}
\end{equation*}
$$

Fig. 11(b) shows the variations in Eqs. (21) and (24) being quite different from that of Eq. (1) for two-dimensional flow. One data point for the disk in Fig. 11(b) is from Fail et al. [30] and the other is from Ref. [14] where only $S$ and $k$ are measured (so $c_{d}=1.17$ is taken from Ref. [17], see pp. 3-16 and 3-17). As shown, these two data points are closer to the variation in Eq. (21). Another two data point for the sphere are, respectively, from Achenbach [31,32] at $\mathrm{Re}=1.62 \times 10^{5}$, and Kim and Durbin [33] at Re $=4200$, being reasonably close to Eq. (24).

## 6 Discussion

For unconfined flow with suitable values of $S^{* *}, S c_{d}$ is related to $k$ through Eq. (8), which is applicable to a variety of twodimensional sections considered here. For the flat-plate and the wedge, $S^{* *}=0.15$. However, the value of $S^{* *}$ for a rectangular prism increases from 0.092 with $d / h=1.5$ to 0.138 when $d / h$ $=0.2$ and it is as high as 0.185 for a circular cylinder at subcritical Reynolds numbers. The variations indicate that the size and shape


Fig. 11 Unconfined flow past an axisymmetric bluff-body. (a) Definition sketch of the flow past a sphere. (b) Variations in product of $S c_{d}$ with $k$. Disk: $\times$ from Fail et al. [30], $\square$ from Calvert [14] and Hoerner [17], $\cdots$ : Eq. (20) with $z=10 \%$; —: Eq. (21); sphere: $\triangle$ from Kim and Durbin [33], $\bullet$ from Achenbach [31,32], -•-: Eq. (24); and ——: Eq. (1).


Fig. $12 S c_{d}$ versus $\boldsymbol{k}$ for unconfined flow past a rectangular flat-plate of various aspect ratios. $\times$ : aspect ratio $=1,+: 2, \diamond: 5$, $\Delta: 10, \square: 20$, from Fail et al. [30], $\bigcirc$ : two-dimensional from Fage and Johansen [19], -: Eq. (8), and ——: Eq. (21).
of the aft body may significantly influence the vortex formation region. Therefore, the similarity in the wake structure of different bluff-bodies, as originally proposed by Roshko [3], may require careful consideration. If the blockage ratio is not zero, then additional parameters such as the angle of attack, apex angle, and angle of flow separation are involved so that Eqs. (7), (13), and (16) are needed to demonstrate the appropriate trends. That may explain the scatter of experimental data quoted in Ref. [8].

With the variations in Strouhal number for a square plate and an inclined disk being almost the same as what was found experimentally in Ref. [14], the variation in Eq. (8) for a normal flatplate is compared with that of Eq. (21) for a disk in Fig. 12. It demonstrates that the two curves provide proper limits for experimental data from Ref. [19] for a two-dimensional flat-plate and that from Ref. [30] for a rectangular plate (with aspect ratio varying from 1 to 20), lending further support to the present finding.

Based on the statistical results of experimental data for a variety of two-dimensional bluff sections such as plates, airfoils, blunt bodies, and cylinders at $\operatorname{Re}>10^{3}$, Hoerner [17] proposed a relationship between Strouhal number and drag coefficient, namely,

$$
\begin{equation*}
S=0.21 / c_{d}^{3 / 4} \tag{25}
\end{equation*}
$$

From the theoretical analysis in Ref. [5], the proposal in Ref. [8] and the present study (including the experimental data quoted herein), it is obvious that $S, c_{d}$, and $k$ are coupled. Therefore, if $k$ takes a mean value of 1.4 for flow around a bluff-body (such as a flat-plate, a circular cylinder, and a wedge at $4 \times 10^{3}<\mathrm{Re}<2.4$ $\times 10^{4}$ as in Ref. [3], see Sec. 1), and if $S^{* *}=0.15$ (from the flatplate and wedge data considered in Sec. 2) is selected, then Eq. (7) is reduced to

$$
\begin{equation*}
S=0.20 / c_{d} \tag{26}
\end{equation*}
$$

which is comparable to Eq. (25). Indeed, the variations in Eqs. (25) and (26) agree in the region of high $c_{d}$ and low $S$ in Fig. 13, where the data for structural shapes, circular cylinder and plate, and stalled airfoil are located. For flow past a circular cylinder at supercritical Reynolds number regime (see Fig. 2 on p. 3-3 of Ref. [17] where $\left.2 \times 10^{5}<\operatorname{Re}<4 \times 10^{5}\right), k \approx \sqrt{1-(-0.45)}$ can be estimated from Fage and Falkner [34]. If $S^{* *}=0.185$ is still suitable for this Reynolds number range (as deduced from Fig. 9(b)), then Eq. (8) becomes

$$
\begin{equation*}
S=0.10 / c_{d} \tag{27}
\end{equation*}
$$

Fig. 13 confirms that Eq. (27) can represent the trend of the data in the supercritical range where $c_{d}$ is low and $S$ is high. The extra data point $\left(S, c_{d}\right)=(0.32,0.33)$ at $\mathrm{Re}=2.13 \times 10^{5}$ from Bearman [6] is also consistent with Eq. (27).

Finally, an application of the present study is demonstrated through an example of estimating the Strouhal number, when the measured values of pressure drag and separation pressure are available. Fig. 14(a) displays the variations in $c_{d}$ and $-c_{p s}$ of a


Fig. 13 Variation in Strouhal number with drag coefficient of different two-dimensional bluff-bodies. $\times$ : supercritical blunt bodies, $\triangle$ : structural shapes, $\square, \bigcirc$ : circular cylinder and plate, - : stalled RAE airfoil from Hoerner [17], $\nabla$ : circular cylinder at Re=2.13×10 ${ }^{5}$ from Bearman [6], -: Eq. (25), - -: Eq. (26), -•-: Eq. (27).
circular disk over blockage ratio $z=1 \%, 2 \%, 5 \%, 10 \%, 15 \%$, and $20 \%$ from Melbourne [35]. By substituting them into Eq. (20), the values of $S$ as a function of $z$ are found to be reasonably close to the experimental data from Ref. [29] in Fig. 14(b).

## 7 Conclusion

A methodology is presented in this study to couple Strouhal number, drag coefficient and separation pressure parameter of a two-dimensional bluff section immersed in a blocked flow. In the limit of vanishingly small blockage ratio, consistent results are found in comparison with experimental data from literature, a theoretical equation from Ref. [5] and a proposal from Ref. [8] based on curve-fitting. The present relationship is suitable to depict the trend of the experimental data such as a rectangular section, a wedge and a circular cylinder at subcritical Reynolds numbers in confined flow. Its counterpart for the axisymmetric bluffbodies has also been derived. The validity of these two relationships are confirmed by comparing them with experimental data for the rectangular flat-plate of various aspect ratios. When the separation-pressure is fixed, the Strouhal number is inversely proportional to the drag coefficient, a relationship similar to the empirical one proposed in Ref. [17]. It is also demonstrated how one of $S, c_{d}$, and $k$ may be estimated from the measured values of the other two.

## Nomenclature

$$
\begin{aligned}
A= & \text { reference area for a } 2 \mathrm{D} \text { section or an axisym- } \\
& \text { metric body } \\
A_{t}= & \text { cross-sectional area of wind tunnel defined in } \\
& \text { Fig. } 10 \\
A_{w}= & \text { cross-sectional area of characteristic wake be- } \\
& \text { hind an axisymmetric body, } \pi\left(D^{*}\right)^{2} / 4 \\
c_{d}= & \text { drag coefficient, } 2 F_{d} /\left(\rho U^{2} h\right) \text { for a } 2 \mathrm{D} \text { section } \\
& \text { and } 2 F_{d} /\left(\rho U^{2} A\right) \text { for a } 3 \mathrm{D} \text { body } \\
c_{p}= & \text { pressure coefficient, } 2\left(p-p_{\infty}\right) / \rho U^{2} \\
c_{p s}= & \text { separation pressure coefficient, } 2\left(p_{s}-p_{\infty}\right) / \rho U^{2} \\
D= & \text { experimental wake width } \\
D^{*}= & \text { theoretical wake width } \\
d= & \text { depth of rectangular section defined in Fig. } \\
& 2(b) \\
d^{\prime}= & \text { wake width for universal Strouhal number } \\
F_{d}= & \text { drag force } \\
f= & \text { frequency of vortex-shedding } \\
h= & \text { lateral dimension of a bluff-body } \\
H= & \text { width of wind tunnel } \\
k= & \text { separation-pressure parameter, } \sqrt{1-c_{p s}}
\end{aligned}
$$



Fig. 14 Prediction of Strouhal number from pressure drag and separation pressure for a circular disk at various blockage ratios. (a) $\times: c_{d}$, $\square:-c_{p s}$ from Melbourne [35] and (b) $O$ : $S$ from Miau and Liu [29]; +: from Eq. (20).

$$
\begin{aligned}
p_{s} & =\text { separation pressure } \\
p_{\infty} & =\text { freestream pressure } \\
\mathrm{Re} & =\text { Reynolds number, } \rho U h / \mu \\
S & =\text { conventional Strouhal number, } f h / U \\
S^{*} & =\text { universal Strouhal number, } f d^{\prime} / U_{s} \\
S^{* *} & =\text { modified Strouhal number, } f D^{*} / U_{s} \\
U & =\text { freestream velocity } \\
x, y & =\text { coordinates } \\
z & =\text { blockage ratio, } A / A_{t} \\
\alpha & =\text { angle of inclination defined in Fig. 2(a) } \\
\beta & =\text { angle measured from frontal stagnation point } \\
& \text { defined in Fig. } 8 \\
\beta_{s} & =\text { angular location of flow separation } \\
\delta & =\text { apex angle of wedge in Fig. } 6(a) \\
\mu & =\text { dynamic viscosity of fluid } \\
\rho & =\text { fluid density }
\end{aligned}
$$

## Appendix

This Appendix provides some details of the right-hand side of Eq. (1). According to Bearman [5], the product of Strouhal number $S$ and drag coefficient $c_{d}$ is given by

$$
\begin{equation*}
S c_{d}=\frac{U_{N}}{U} \frac{4}{\pi}\left(1-\frac{U_{N}}{U}\right)^{2}\left[\operatorname{coth}^{2} \frac{\pi b}{a}+\left(\frac{1}{1-U_{N} / U}-2\right) \frac{\pi b}{a} \operatorname{coth} \frac{\pi b}{a}\right] \tag{A1}
\end{equation*}
$$

where

$$
\begin{equation*}
2 \cosh \frac{\pi b}{a}=\left(\frac{1}{1-U_{N} / U}-2\right) \sinh \frac{\pi b}{a}\left(\cosh \frac{\pi b}{a} \sinh \frac{\pi b}{a}-\frac{\pi b}{a}\right) \tag{A2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{U_{N}}{U} \frac{b}{a} \frac{1}{k}=0.181 \tag{A3}
\end{equation*}
$$

where $U$ is the freestream velocity, $U_{N}$ is the velocity of the vortices relative to the body, $k$ is base-pressure parameter, and $a$ and $b$ are, respectively, the longitudinal spacing and the lateral spacing between vortices. For a given value of $b / a$, use Eq. (A2) to find $U_{N} / U$ and then Eq. (A3) to calculate $k$. The corresponding value of $S c_{d}$ can be determined by substituting these values of $b / a$ and $k$ into Eq. (A1). The curve of Eq. (1) in Fig. $1(a)$ is plotted by repeating the aforementioned calculation for $0.15<b / a<0.5$. For instance, the maximum value of $S c_{d}$ occurs at $b / a \approx 0.408$ (corresponding to $k \approx 1.55$ and $U_{N} / U \approx 0.688$ ), which is much larger than 0.281 as found by Kármán. In addition, by letting $b / a \rightarrow \infty$, it is noted that $U_{N} / U \rightarrow 0.5$ from Eq. (A2). Therefore, $k$ $\approx 2.762 b / a$ from Eq. (A3), indicating that $k \rightarrow \infty$ as well.
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#### Abstract

The analysis of density jumps in two-layer channel flows of miscible fluids controlled by a downstream obstruction, in which one of the layers is infinitely deep and at rest, is extended to consider the dependence of its features on its streamwise dimension. The momentum conservation equation in the entrainment and roller regions, and the energy conservation equation after the jump are corrected to account for friction. The streamwise coordinate is related to the increase in the density layer height through a linear expression derived from CFD calculations. Three regimes are distinguished: (1) for short distances from the origin to the obstruction, only an entrainment region exists; (2) for medium distances, two regions can be distinguished, i.e., the entrainment region, and the roller region, in which no entrainment is assumed; and (3) for long distances, three regions can be distinguished-the entrainment, the roller, and the postjump regions, characterized by approximate energy conservation. It is shown that initially the dimensionless total entrainment ratio increases as the distance to the obstruction increases, until a roller region appears. A further increase in distance to the obstruction does not have a significant effect on the total entrainment, until the appearance of a postjump region, resulting in a gradual decrease in the total entrainment. These results are supported by numerical calculations using the FLUENT CFD software package, which are in good agreement with experimental results. [DOI: 10.1115/1.4000794]
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## 1 Introduction

The present work focuses on the streamwise development of density jumps, i.e., hydraulic jumps in a horizontally flowing layer bounded by a wall, and an infinitely deep layer of stagnant fluid with a slightly different density. As shown in a previous publication [1], density jumps are characterized by a considerable entrainment of fluid from the stagnant environment into the flowing layer that changes the density across such jumps. Examples of such flows are air entrainment into smoke and other atmospheric flows on one hand, and fresh water entrainment into salted water (such as in the cooling system of a power station) and other maritime and oceanic flows on the other.

Density jumps were studied theoretically and experimentally by Wilkinson and Wood [2], Wood and Simpson [3], Baddour and Abbink [4], Baddour [5], Hassid et. al [6] and other investigators. These researchers agree that the flow can be divided into two regions: an entrainment region, in which entrainment occurs but the flow remains supercritical, and a roller region, in which there is no entrainment and the transfer from supercritical to subcritical flow takes place (see Fig. 1). They also agree that, contrary to the case of an internal hydraulic jump with no entrainment, the governing equations for the density jump yields a range of solutions and, thus, one needs an additional boundary condition to fully solve the problem, which can be given by the height of a weir downstream of the jump.

In all those works, however, the horizontal extent of the density jump was not considered. The solutions, based on the momentum and mass integral equations, assume that the regions delineated have enough space to develop in the streamwise direction. In the work of Baddour [7], the friction in the part of the flow downstream of the jump, which in the absence of obstruction or narrowing of the channel controls the flow, is taken into account-in
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flows in which the postjump streamwise dimension is much larger than the one of the jump. Even in this case, the streamwise development of the density jump is not considered.

In this work, it is proposed to analyze the streamwise development of a density jump and consider whether the simple models shown in the previous works can be extended to include the streamwise features of a density jump.
1.1 One-Dimensional Analysis of the Density Jump. The methodology used in the present analysis is based on the work of Regev et al. [1], in which the density jump is treated on the basis of the mass, momentum, and thermal energy (or salinity) conservation, assuming uniform velocity and density profiles. This results in an equation relating the ratio between the flow heights before and after the jump $h_{2} / h_{1}$, with the upstream Froude number $\mathrm{Fr}_{1} \equiv q /\left\{g(\Delta \rho / \rho) h_{1}^{3}\right\}^{1 / 2}$, and the final dimensionless entrainment $\varepsilon_{f}$, i.e., the ratio between the mass flow rates after and before the jump minus 1

$$
\begin{equation*}
\left(\frac{h_{2}}{h_{1}}\right)^{3}-\left(\frac{h_{2}}{h_{1}}\right)\left(1+2 \operatorname{Fr}_{1}^{2}\right)\left(1+\varepsilon_{f}\right)+2 \operatorname{Fr}_{1}^{2}\left(1+\varepsilon_{f}\right)^{3}=0 \tag{1}
\end{equation*}
$$

In place of the entrainment $\varepsilon_{f}$, some researchers [4,5] prefer to use the dilution $\left(s_{f}=1+\varepsilon_{f}\right)$.

The cubic Eq. (1) admits two physical solutions, one at the end of the entrainment region $h^{\prime}{ }_{1}$, and one at the end of the roller region $h_{2}$

$$
\begin{equation*}
\frac{h_{1}^{\prime}}{h_{1}}=2 \sqrt{M} \cos \{(2 \pi-\theta) / 3\} \quad \text { and } \quad \frac{h_{2}}{h_{1}}=2 \sqrt{M} \cos (\theta / 3) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\cos \theta=R / M^{3 / 2}, \quad R=-\operatorname{Fr}_{1}^{2}\left(1+\varepsilon_{f}\right)^{3}, \quad M=\frac{\left(1+2 \mathrm{Fr}_{1}^{2}\right)\left(1+\varepsilon_{f}\right)}{3} \tag{3}
\end{equation*}
$$

Note that Eq. (2) can be shown also in terms of other dimensionless heights and entrainments $H^{\prime \prime}, H^{\prime \prime}$ and $\left(1+\varepsilon_{f}\right)^{\prime \prime}$


Fig. 1 Density jump in a two-layer flow controlled by a weir

$$
\begin{gather*}
{H_{1}^{\prime \prime}}_{1}=2 \sqrt{\left(1+\varepsilon_{f}\right)^{\prime \prime}} \cos \{(2 \pi-\theta) / 3\} \quad \text { and } \\
H_{2}^{\prime \prime}=2 \sqrt{\left(1+\varepsilon_{f}\right)^{\prime \prime}} \cos (\theta / 3) \tag{4}
\end{gather*}
$$

with

$$
\begin{equation*}
H_{1}^{\prime \prime}=\frac{h_{1}^{\prime}}{h_{1}} \frac{3 \mathrm{Fr}_{1}^{2 / 3}}{1+2 \mathrm{Fr}_{1}^{2}}, \quad H_{2}^{\prime \prime}=\frac{h_{2}}{h_{1}} \frac{3 \mathrm{Fr}_{1}^{2 / 3}}{1+2 \mathrm{Fr}_{1}^{2}} \tag{5}
\end{equation*}
$$

and

$$
\begin{gather*}
s_{f}^{\prime \prime}=\left(1+\varepsilon_{f}\right)^{\prime \prime}=\left(1+\varepsilon_{f}\right) \frac{3 \mathrm{Fr}_{1}^{4 / 3}}{1+2 \mathrm{Fr}_{1}^{2}}  \tag{6}\\
\left.\cos (\theta)=-\left(1+\varepsilon_{f}\right)\right)^{\prime 3 / 2} \tag{7}
\end{gather*}
$$

Expressions relating $\varepsilon_{f}$ to the upstream and downstream conditions are given in Ref. [1]. The advantage of Eqs. (4) and (7) over Eqs. (2) and (3) is that one obtains a single relationship for the height ratios, with the dependence on the Froude number implicit.
1.2 The Density Jump Analyzed Using a Computational Fluid Dynamics (CFD) Package. The fluent [8] CFD package version 6.2 .16 was used to simulate the flow. FLUENT is a very widely-used commercial CFD package and is based on the control volume approach. The calculation is based on the $k$-e turbulent energy-dissipation model. Note that the $k$-e model, modified to account for the buoyancy-induced anisotropy, was used by Leschziner [9] to simulate a density jump and reproduce the results of Wilkinson and Wood [2]. Later, McGuirk and Papadimitriou [10] used a $k$-e model and the Reynolds stress model to simulate an uprising plume, and the jump created by the turning of the plume. They showed that the difference in the predicted entrainment between these two turbulent models is relatively small. Note that both in Fluent and in the previous two references $[9,10]$ the influence of stratification on the turbulent energy $(k)$ equation is expressed through a negative production term, which does not appear in the dissipation ( $e$ ) equation.

In the present computations, the grid consists of 15,000 to 200,000 triangular elements, depending on the distance to the obstruction. To check grid dependence and convergence, several cases were calculated using different numbers of elements ( $18,000,73,000$, and 294,000 ). The difference in the total entrainment between the denser grid $(294,000)$ and the least dense grid $(18,000)$ was less than $2 \%$. The downstream and upper boundary conditions were of the pressure outlet type with adiabatic temperature and pressure distributions for reverse flow. The downstream boundary was sufficiently downstream from the obstruction and the upper boundary was sufficiently above the entrance so that the boundary conditions can be considered as having no influence on the results. The upstream side consists of a wall with an opening at the bottom, through which a constant velocity and density stream flows. This velocity and density were used to determine the upstream Froude number $\mathrm{Fr}_{1}$. The lower boundary was a wall. The discretization for momentum and energy equations was second order upwind, and pressure staggering option (PRESTO) for the pressure equation (connected to the continuity


Fig. 2 Dependence of the dimensionless entrainment on the dimensionless distance of the obstruction from the origin-for $Z / h_{1}=3.33$ (calculated using FLUENT)
one). The pressure velocity coupling was through the semiimplicit method for pressure-linked equations-consistent (SIMPLEC) algorithm (see Ref. [8]). Two criteria were used to check for the convergence of the solution, as follows: (1) a constant integral flux at a cross section downstream of the obstruction (relative change of $10^{-6}$ between subsequent iterations), and (2) mass flow unbalance less than $10^{-5}$ of the total mass flow ((total mass flow in-total mass flow out) over all fluid boundaries).
Different upstream Froude numbers were used ranging from 6.5 to 13, as well as different distances (normalized with the initial flow depth) to the obstruction from 16.6 to 133.33 , and normalized obstruction heights of 0,2 , and 3.33.

The dependence of the dimensionless total entrainment ratio $\varepsilon_{f}$ on the dimensionless distance of the obstruction from the origin $L / h_{1}$, as calculated numerically using Fluent, is exemplified in Fig. 2. The jump is controlled by an obstruction with $Z / h_{1}=3.33$ and upstream Froude numbers ranging from 6.5 to 13 . Lower Froude numbers for this value of $Z / h_{1}$ result in submerged jumps, defined by the existence of a layer above the entrance, in which the density is higher than in the ambient fluid but there is no velocity. It can be seen that whereas for small distances, the entrainment ratio increases with $L / h_{1}$-for larger values of $L / h_{1}$, it reaches a maximum and then decreases.
This behavior is illustrated in Fig. 3, in which the streamlines (lines) and equal-density contours (colored area) of the developing density layer for $\mathrm{Fr}_{1}=9$ and $Z / h_{1}=3.33$ are shown (the case $L / h_{1}=66.67$ is shown twice because of the two different scales in the horizontal direction). For these cases, the one-dimensional analysis of Eqs. (1)-(3) and Ref. [1] should show no difference, since the upstream Froude number, as well as the dimensionless obstruction height are the same, leading to the same entrainment and postjump height, which do not depend on $L / h_{1}$; and yet, one can see that there is a large difference between the cases. In the upper cases, with a relatively short nondimensional distance to the downstream obstruction ( $L / h_{1}=25$ and 33), there is no roller region, and the entrainment region extends all the way to the obstruction. In the middle cases, for a nondimensional distance of the downstream obstruction of $L / h_{1}=50$ and 66.67, there is a rather short roller, partly extending over the obstruction. For $L / h_{1}=83.33,100$, and 116.67, there is a fully developed roller region and an extended postroller region without entrainment, which is described using the energy conservation equation in a one-dimensional analysis. In addition, there are large differences in the dimensionless entrainment, as follows: $0.688,0.87$, and 0.721 for $L / h_{1}=25,50$, and 83.3 respectively, calculated using $\left(\psi_{\text {max }}-\psi_{\text {init }}\right) / \psi_{\text {init }}$, where $\psi_{\text {max }}$ is the stream function inside the roller region, and $\psi_{\text {init }}$ is the value of the stream function at the entrance wall. For comparison, the dimensionless entrainment calculated using the one-dimensional simplified method without accounting for friction is 1.175 .
A better insight can be achieved if one observes the streamwise development of the entrainment $\varepsilon(x)$, calculated on the basis of


Fig. 3 Development of the density jump for $\mathrm{Fr}_{1}=9$ and $Z / h_{1}$ $=3.33$ for different values of $L / h_{1}(25,33.3,50,66.7,83.33,100$, and 116.7)
difference in stream function, as shown in Fig. 4 for the same cases as in Fig. 3. One can see that for high values of $x / h_{1}$ the entrainment is shown to reach a constant value, but contrary to the calculations using the 1D theory, this happens gradually. For high values of $x / h_{1}$ there is a region of detrainment, due to the definition of the stream function in the closed roller region. Note that the exact point of transition from the entrainment region to the roller region cannot be seen precisely from Fig. 3. There is a region in which the streamlines have a sharp bend, characterizing the beginning of the roller region, but at the same time, the entrainment of ambient fluid into the stream continues.


Fig. 5 Normalized height $H_{1}^{\prime \prime}$ (Eq. (4)) and dilution $s_{f}^{\prime \prime}$ (Eq. (6)) versus normalized streamwise coordinate $X^{\prime \prime}$
1.3 Extension of the 1D Theory to Include Streamwise Development. The equation for mass conservation, in terms of the volume flux $q_{e}$ and local cumulative entrainment $\varepsilon(x)$, defined as the ratio of the increase in the volume flow rate at a certain $x$ to the initial flow rate, is

$$
\begin{equation*}
\frac{d q_{e}(x)}{d x}=u_{1} h_{1} \frac{d \varepsilon(x)}{d x}=v(x) \tag{8}
\end{equation*}
$$

where $v(x)$ is the cross-stream velocity at the upper edge of the density layer, which from the integrated continuity equation is equal to the rate of increase in the flow rate through the density layer.
A reasonable first-order assumption for $v(x)$ is that it is proportional to the mean velocity in the density layer at the same value of $x$

$$
\begin{gather*}
\frac{v(x)}{u(x)}=\xi=\frac{v(x)}{q(x) / h(x)}=\frac{v(x) h(x)}{u_{1} h_{1}(1+\varepsilon(x))}  \tag{9}\\
\frac{x}{h_{1}} \xi=\int_{0}^{\varepsilon} \frac{h_{1}^{\prime}}{h_{1}} \frac{d \varepsilon^{\prime}}{1+\varepsilon^{\prime}} \tag{10}
\end{gather*}
$$

or

$$
\begin{equation*}
X^{\prime \prime} \equiv \frac{x+x_{0}}{h_{1}} \xi \frac{3 \mathrm{Fr}_{1}^{2 / 3}}{2 \mathrm{Fr}_{1}^{2}+1}=\int_{0}^{s^{\prime \prime}}{ }_{f} H_{1}^{\prime \prime} \frac{d s^{\prime \prime}}{s^{\prime \prime}} \tag{11}
\end{equation*}
$$

Figure 5 shows the dependence of $H^{\prime \prime}$ and $s_{f}{ }^{\prime \prime}$ in terms of $X^{\prime \prime}$. Integration from a virtual origin, where $s_{f}{ }^{\prime \prime}=0$, makes it possible


Fig. 4 Development of entrainment $\varepsilon(x)$ in a density jump for $\mathrm{Fr}_{1}=9$ and $Z / h_{1}=3.33$ for different values of $L / h_{1}$ as calculated by FLUENT. (Detrainment for $L / h_{1}$ higher than 50 due to including the closed roller region in the calculated entrainment.) Cases are shown in Fig. 3. Maximum entrainment calculated by 1D theory is 1.175 .


Fig. 6 Dimensionless density layer height versus dimensionless streamwise coordinate in the entrainment region for $\mathrm{Fr}_{1}$ $=10, Z / h_{1}=3.33$, and different values of the distance of the obstruction from the origin
to collapse the dependence into a single curve, independent of $\mathrm{Fr}_{1}$. In the same figure one can see that the ratio $X^{\prime \prime}$ to $H^{\prime \prime}{ }_{1}$ (or ( $x$ $\left.+x_{0}\right) / h^{\prime}{ }_{1}$ ) is almost constant for a large part of the range, implying a linear variation in $h^{\prime}{ }_{1}(x)$ with $x$.

Although it is evident that both $v$ and $u$ decrease with the streamwise coordinate $x$, the assumption of a constant vertical to mean horizontal velocity ratio is obviously in need of justification. One may expect that the vertical velocity and the entrainment should depend on the local Froude number. It can, however, be argued that where the local Froude number is higher than one, as is the case in the entrainment region, the inertial forces are dominant and the gravitational ones are secondary. In such cases one can ignore the gravitational forces influence on entrainment and relate entrainment to the inertial forces and, therefore, make them, to a first approximation, proportional to the local mean velocity in the density layer. The value of the constant $v / u$ ratio chosen will have to be justified on the basis of computational results obtained, using the CFD package FLUENT, which was described in Sec. 1.2.

Figure 6 presents the value of the density layer nondimensional height $h(x) / h_{1}$ as a function of $x / h_{1}$ calculated using FLUENT, for $\mathrm{Fr}_{1}=10$ and $Z / h_{1}=3.33$ for several distances of the obstruction from the origin. Only the values inside the entrainment region are presented. It can be seen that the computed relationship of $h(x) / h_{1}$ on $x / h_{1}$ is essentially linear and independent of the distance of the obstruction from the origin, which is consistent with the analysis in Eqs. (9)-(11) $\left(X^{\prime \prime} / H^{\prime \prime}{ }_{1}\right.$ almost constant over the range of $\left.X^{\prime \prime}\right)$, thus giving an aposteriori justification of using the constant $v / u$ assumption. Different upstream Froude numbers result in similar curves with a slightly different slope. Thus, an explicit equation for the dependence of $h^{\prime} / h_{1}$ on $x / h_{1}$ can be used

$$
\begin{equation*}
\frac{h_{1}^{\prime}}{h_{1}}=1+a \frac{x}{h_{1}} \tag{12}
\end{equation*}
$$

consistent with a local entrainment $\varepsilon(x)$

$$
\begin{equation*}
\varepsilon(x)=\left(1+a \frac{x}{h_{1}}\right)^{\xi / a}-1 \tag{13}
\end{equation*}
$$

Figure 7 shows the dependence of $\varepsilon(x)$ on $x / h_{1}$ obtained from the CFD calculations (same cases as in Fig. 6). This dependence is also described by Eq. (13) with $a=0.146$ and $\xi / a=1 / 3$. The CFD calculations show that the value of $a$ varies between 0.125 and 0.15 for different Froude numbers, and the value of $\xi$ varies between 0.04 and 0.055 , whereas $\xi / a=1 / 3$ remains almost constant [11]. Note that although the entrainment region for $L / h_{1}=33.33$ and $L / h_{1}=50$ ends at $x / h_{1}=27$ and 43 , respectively, a small entrainment still takes place in the transition zone. This case is similar to $L / h_{1}=25$ and 33.33 for $\mathrm{Fr}_{1}=9$, as shown in the upper part of Fig. 3.


Fig. 7 Dimensionless entrainment in the jump versus normalized streamwise coordinate for $\mathrm{Fr}_{1}=10, Z / h_{1}=3.33$, and different values of the distance of the obstruction from the origin
1.4 Streamwise Development of the Roller Region. Many works have dealt with the length of the hydraulic jump and its slope, which is similar to the roller region of the density jump. Engelund [12], for example, suggested that the roller has a slope $\alpha$ of 10 deg. Valiani [13] divided the jump into two regions: the first one with $\alpha_{1}=5.5 \mathrm{deg}$ and the second with $\alpha_{2}=10 \mathrm{deg}$, then proceeded to calculate the total length of the jump

$$
\begin{equation*}
\frac{L_{r}}{{h_{1}^{\prime}}_{1}}=\frac{1}{\tan \left(\alpha_{1}\right)} \frac{2}{3} \frac{\left(\frac{h_{2}}{h_{1}^{\prime}}\right)^{3}-1}{\frac{h_{2}}{h_{1}^{\prime}}\left(\frac{h_{2}}{h_{1}^{\prime}}+1\right)} \tag{14}
\end{equation*}
$$

Another set of data was collected by the U.S. Bureau of Reclamation (USBR) [14] (see also Ref. [15]). Although a density jump is different from a hydraulic jump, there are various similarities between the hydraulic jump and the roller region, and in particular, the conjugate depth equation is similar [1]. There are, however, differences, the main one being that in the density jump the Froude number at the beginning of the roller region is relatively small, reduced due to the entrainment. This results in a higher flow rate, combined with an increase in the flow depth. Numerical simulations using the FLUENT [8] package show that the slope of depth growth within the roller region is very close to the corresponding one at the end of the entrainment region [11]. For Froude numbers at the end of the entrainment region $\left(\mathrm{Fr}^{\prime}{ }_{1}\right.$ $=1-4$ ), the slope varies from 0.125 to 0.15 , corresponding to angles between 7 deg and 8 deg, approximately, suggesting a linear relationship between the stream height change across the roller region and its length

$$
\begin{equation*}
L_{r}=\frac{1}{\tan (\alpha)}\left(h_{2}-h_{1}^{\prime}\right) \tag{15}
\end{equation*}
$$

The length of the roller region, nondimensionalized using the postjump depth, of Eq. (14) [13], the USBR data, and the simplified model Eq. (15) ( $\alpha=7.5 \mathrm{deg}$ ), as a function of the Froude number at the beginning of the roller region $\mathrm{Fr}^{\prime}{ }_{1}$, is shown in Fig. 8. One can see that the values are virtually the same up to $\mathrm{Fr}^{\prime}{ }_{1}$ $=5$; higher Froude numbers at the beginning of the roller region are not expected in density jumps. The coefficient $1 / \tan (\alpha)$ of Eq. (15) is very close to the value of $a$ in Eq. (13)-and it might be said that in most cases, the development of the density layer height in the roller region continues almost as a direct continuation as in the entrainment region.
1.5 The Influence of the Distance of the Obstruction From the Origin. The classical solution [1] assumes that the distance from the origin to the obstruction $L$ is sufficient for the jump to develop. When this assumption is justified, it is possible to divide the jump into three regions:


Fig. 8 The roller length divided by the downstream flow depth as a function of the Froude number at the beginning of the roller region. Comparison between data from Refs. [14,13], and Eq. (15) suggested for the density jump.
(a) the entrainment region, for which the momentum equation with entrainment is valid, modified to account for friction

$$
\begin{align*}
& \left(\frac{h_{1}^{\prime}}{h_{1}}\right)^{3}-\left(\frac{h_{1}^{\prime}}{h_{1}}\right)\left(1+\left(2-f \frac{L_{e}}{h_{1}}\left(1+\left(\frac{1+\varepsilon_{f}}{h^{\prime}{ }_{1} h_{1}}\right)^{2}\right) \mathrm{Fr}_{1}{ }^{2}\right)\right. \\
& \quad \times\left(1+\varepsilon_{f}\right)+2 \mathrm{Fr}_{1}{ }^{2}\left(1+\varepsilon_{f}\right)^{3}=0 \tag{16}
\end{align*}
$$

where $f$ is the Fanning friction factor and

$$
\begin{equation*}
\frac{L_{e}}{h_{1}}=\frac{\left(h_{1}^{\prime}-h_{1}\right)}{a h_{1}} \tag{17}
\end{equation*}
$$

(b) the roller region, in which the momentum equation is valid, but there is no entrainment. Here, the classical expression for the hydraulic jump modified to account for friction, can be used

$$
\begin{align*}
\frac{h_{2}}{h_{1}^{\prime}}= & \frac{1}{2}(-1 \\
& \left.+\sqrt{1+\operatorname{Fr}_{1}^{\prime 2}\left[8-2\left(\frac{h_{2}}{h_{1}^{\prime}}+\frac{h_{1}^{\prime}}{h_{2}}\right) f \frac{L_{r}}{\left(h_{2}-h_{1}^{\prime}\right)}\right]}\right) \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
\operatorname{Fr}_{1}{ }^{\prime}=\operatorname{Fr}_{1}\left(\frac{1+\varepsilon_{f}}{h^{\prime}{ }_{1} h_{1}}\right)^{3 / 2} \tag{19}
\end{equation*}
$$

The extent of this region is calculated using Eq. (15)

$$
\begin{equation*}
\frac{L_{r}}{h_{1}}=\frac{h_{2}-h_{1}^{\prime}}{0.125 h_{1}} \tag{20}
\end{equation*}
$$

(c) the postroller region (not a part of the jump), in which the assumptions of no entrainment and an approximate energy balance equation can be made, taking into account energy loss due to friction

$$
\begin{equation*}
\frac{h_{2}}{h_{1}}+\frac{\mathrm{Fr}_{1}^{2}\left(1+\varepsilon_{f}\right)^{3}}{2\left(h_{2} / h_{1}\right)^{2}}\left[1-f \frac{L_{p}}{h_{1}}\right]=\frac{3}{2} \mathrm{Fr}_{1}^{2 / 3}\left(1+\varepsilon_{f}\right)+\frac{Z}{h_{1}} \tag{21}
\end{equation*}
$$

with $L_{p}$ being the streamwise dimension of the postjump region, from the end of the roller region to the obstruction. This can be calculated from the total distance $L$, the length of the entrainment region $L_{e}$, and the roller region $L_{r}$

$$
\begin{equation*}
\frac{L_{p}}{h_{1}}=\frac{L-L_{r}-L_{e}}{h_{1}} \tag{22}
\end{equation*}
$$

On the basis of the dimensionless distance from the origin, three regimes can be distinguished on the basis of the CFD results (Fig. 3)

1. The three-region regime for sufficiently large dimensionless distance $L / h_{1}$. In this case, increased friction in the postjump region results in decreased entrainment, and consequently moving "back" of the roller region toward the $x$-coordinate origin.
2. As the distance of the obstruction from the origin is decreased, a point comes so that $L_{p}=0$. Beyond this distance, there is a roller region with a smaller streamwise extent, determined by

$$
\begin{equation*}
\frac{L_{r}}{h_{1}}=\frac{L-L_{e}}{h_{1}} \tag{23}
\end{equation*}
$$

At this regime, $h_{2} / h_{1}$ and $\varepsilon_{f}$ are determined from Eq. (21) with $L_{p}=0$, together with the equations relevant for the entrainment and roller regions (Eqs. (16)-(19)). The length of the entrainment region $L_{e}$ is determined from Eq. (17). For the two-region regime, the $h_{2} / h_{1}$ dependence inside the roller region results in a steeper dependence of $h_{2} / h_{1}$ on $x / h_{1}$ than is consistent with Eq. (20). This is confirmed by calculations with FlUENT.
3. As the distance between the obstruction and the origin is further decreased, a point comes that there is no more roller region-in this case there is only an entrainment region in which $h_{1}{ }^{\prime} / h_{1}$ can be calculated using Eq. (17) and the entrainment using Eq. (16), or using Eq. (13). In this regime the super-critical flow continues after the obstruction. Note that in this case no flow is possible beyond a certain value of $Z / h_{1}$ :

$$
\begin{align*}
\frac{Z_{\max }}{h_{1}}+\frac{3}{2} \frac{h_{c}}{h_{1}}= & \frac{h_{1}^{\prime}}{h_{1}}+\frac{q^{2}\left(1+\varepsilon_{f}\right)^{2}}{2 g h_{1}^{\prime 2}} \rightarrow \\
& \frac{Z}{h_{1}} \leq 1+a \frac{L}{h_{1}}+\frac{\mathrm{Fr}_{1}^{2}}{2}\left(1+a \frac{L}{h_{1}}\right)^{2 a / \xi-2} \\
& -\frac{3}{2}\left[\left(1+a \frac{L}{h_{1}}\right)^{2 a / \xi} \mathrm{Fr}_{1}^{2}\right]^{1 / 3} \tag{24}
\end{align*}
$$

Figure 9 illustrates the influence of the distance of the obstruction from the origin on the total entrainment (Fig. 9(a)), and the height at the end of the entrainment region (Fig. 9(b)) for several values of the obstruction height $\left(Z / h_{1}=0\right.$ to 2$)$ for $\mathrm{Fr}_{1}=5$, as calculated using the simplified 1D model. (Notice that the case of $Z / h_{1}=0$ case is a limit to which the flow tends as the obstruction tends to zero, but the flow is assumed to remain critical at the control section $x=L$.)

Figure 10 presents several Froude numbers (from 6.5 to 13) for $Z / h_{1}=3.3$. The assumed value of $a$-consistent with the results from FLUENT-is 0.125 , and the assumed value of the friction factor is 0.005 , corresponding to a Reynolds number of 13,000 approximately. The entrainment and height are calculated using the one-dimensional equations. For high values of $L / h_{1}$, consistent with the existence of a postentrainment region, an increase in the distance of the obstruction of the origin results in a decreased extent of the entrainment region, due to the slight decrease in entrainment.

These results are qualitatively similar to those obtained by FLUENT, as shown in Fig. 2, although in the CFD results there is a rather more gradual transition between the three regimes. In all cases, the value of the maximum entrainment possible (not the maximum entrainment consistent with momentum balance, as in Eqs. (1) and (4)) is less than what would be obtained without considering friction. These figures exemplify the influence of friction and the distance of the obstruction and point to significant


Fig. 9 (a) Final entrainment and (b) nondimensional density layer thickness at the end of entrainment region calculated from simplified model in an obstruction-controlled density jump as a function of the distance of the obstruction from the origin for $\mathrm{Fr}_{1}=5$. If friction is neglected, the value of $\varepsilon_{f}$ is $0.99,0.84,0.69,0.510$, and 0.29 for $Z / h_{1}=0,0.5,1,1.5$, and 2 , respectively.
deviations from expressions based exclusively on the conservation laws without accounting for friction.

## 2 Experimental Results

To test the computational results for the entrainment in density jumps, a series of flow visualization experiments using smoke were conducted in a physical model schematically described in Fig. 11. The channel is open on the lower side to allow entrainment. Entrainment was measured using two Venturi devices, i.e., one in the entrance and one in the exit.

The flow is along a 4.0 m long and 1.0 m wide inverted channel. At the beginning of the channel the flow is supercritical and uniform. At the end of the channel an obstruction was created by gradually lowering the roof into the channel to create an obstruction, as can be shown in Fig. 11. In order to calculate the entrainment ones needs to know the initial and final mass fluxes and the upstream Froude number.

The Froude number at the beginning of the channel is calculated from

$$
\begin{equation*}
\operatorname{Fr}_{1}=\frac{Q}{b \sqrt{g h_{1}^{3} \Delta T / T_{a}}} \tag{25}
\end{equation*}
$$

where $Q$ is the volume flux measured at the entrance Venturi device, $T_{a}$ is the ambient temperature ( K ), $\Delta T=T_{1}-T_{a}, T_{1}$ is the temperature in the beginning of the channel (measured using thermocouples), $b$ is the width of the channel $(1.0 \mathrm{~m})$, and $h_{1}$ is the height of the opening according to the specific experiment. The flow at the beginning of the channel is almost uniform due to the relatively large relaxation box (marked as 4 in Fig. 11). The air is supplied using a blower (marked as 1) through a heater (marked
as 2 ) and a diffuser (marked as 3 ) into the relaxation box. The diffuser of a square cross section is made of several sectors with divergence angle 7 deg each, to ensure there is no separation and thus the turbulence entering the relaxation chamber is minimized. The dimensionless mass entrainment was calculated using

$$
\begin{equation*}
\varepsilon_{f}=\frac{Q_{\text {exit }} / T_{\text {exit }}-Q_{\text {ent }} / T_{\text {ent }}}{Q_{\text {ent }} / T_{\text {ent }}} \tag{26}
\end{equation*}
$$

where $Q_{\text {exit }}$ and $Q_{\text {ent }}$ are the volume flux at the exit (marked as 5) and entrance venture devices, respectively, $T_{\text {exit }}$ and $T_{\text {ent }}$ are the absolute temperatures at the exit and entrance respectively, approximately inversely proportional to the density. In order to prevent additional entrainment after the bump, the air flows after the bump into a second relaxation box, the smoke level in the box is kept constant at the end of the obstruction, so no entrainment occur after it.
In Fig. 12 one can see the results obtained from the experiments and the numerical simulations for $Z / h_{1}=2$ and Froude numbers between 3.7 and 9.5 . It can be seen the good agreement between the results, and particularly, the entrainment found at the relatively low values of the Froude number, in spite of the difference between the 2D FLUENT configuration and the three-dimensional experiment.
Note that flow visualization has shown that for relatively low values of the Froude number, the jump was submerged, but in spite of that, there was entrainment, which is contrary to the assumptions of Wilkinson and Wood [2] and consistent with the results of CFD calculations.


Fig. 10 (a) Entrainment and (b) dimensionless maximum height calculated from simplified model in a weir-controlled density jump as a function of the distance of the obstruction from the origin, for different Froude numbers and $Z / h_{1}=3.3$. If friction is neglected, $\varepsilon_{f}$ is equal to for $0.30,0.78,1.46,1.86$, and 2.18 for $\mathrm{Fr}_{1}=6.5,8,10,11.5$, and 13, respectively.

## 3 Discussion and Conclusions

The simplified one-dimensional model for density jump flows developed in previous publications has been extended to estimate the influence of the streamwise extent of density jumps. Note that the concept of a jump-be it the classical hydraulic jump or the density jump-is somehow contradicted by the idea that it has a finite streamwise extent. However, it is shown that the streamwise extent may have an important influence on the behavior of the jump, through the influence of friction.

The results of the simplified model are similar to the ones obtained using the CFD calculation, regardless of the use of simplifying approximations, as follows:

1. The linear relationship between the dimensionless density layer height and the streamwise velocity-as derived from CFD calculations. The assumption is consistent with a vertical velocity proportional to the horizontal, the value of the proportionality constant being of the order of $0.04-0.06$.
2. The assumed flat velocity and density profiles, as well as the Boussinesq approximation, are also sources of error, in the former case mainly at the immediate end of the roller region. The influence of the deviation from flat profiles was investigated by Regev and Hassid [16], and it was shown that it can be accounted by shape factors and the predicted entrainment found in good agreement with experimental results.


Fig. 11 Schematic diagram of the flow apparatus for visualization experiment


Fig. 12 Comparison of the final entrainment as a function of the upstream Froude number from numerical simulations using FLUENT and the experiments, where $Z / h_{1}=2$
3. The assumed constant friction factor is, in reality, dependent on the roughness of the channel or the Reynolds number for smooth channels-the dependence on the local average velocity being also the source of an additional small error.

One might of course question the results of the CFD package because of the use of a $k$-e model on the grounds that it is not suitable for flows with the strong anisotropy induced by the buoyant forces. However, as already stated, according to the works of McGuirk and Papadimitriou [10], for similar situations, the regular $k$-e model on one hand and a $k-e$ model coupled with an anisotropic, buoyancy-dependent viscosity give to a large extent similar results. This can be explained on the grounds that in this case the flow is essentially influenced by the buoyancy-induced mean flow rather than turbulence-induced entrainment.

The above limitations notwithstanding, it is shown that when the density jump is controlled by an obstruction, there are three different regimes.

For short distances between the obstruction and the beginning of the jump, there is only an entrainment region, in which the mass flow rate increases with distance due to entrainment.

For larger distances, there is also a roller region. However, its development is impeded by the obstruction. At this point, the entrainment ratio reaches a maximum.

For even larger distances, the fully developed roller region is followed by a postjump region extending to the obstruction. In this case, the final entrainment slightly decreases with the distance of the obstruction from the origin, as a result of the little friction in the postdensity jump region.

The measured entrainment is shown to be in relatively good agreement with the one calculated using the CFD package FLUENT.

In all these cases, the entrainment possible is smaller than what would have resulted if friction would not be taken into account. Accordingly, the maximum value of the height immediately after the jump is reduced, relatively to the case that friction is neglected. Friction in the postjump region can be small for high Froude numbers, but its importance increases as the obstruction distance $L / h_{1}$ increases, especially for smaller Froude numbers, and sometimes there can be no jump beyond a certain value of dimensionless streamwise distance.

Another reason that the graphs of the 1D model deviate from those of the CFD calculations is the transfer to the submerged density jump status. The 1D model shows that following a certain value of $Z / h_{1}$, it is impossible to obtain a solution of the pre- and postjump equations-resulting in a submerged jump, characterized by no entrainment. The CFD model shows a gradual transfer to a submerged jump as the streamwise distance of the obstruction from the origin increases. In that case, the basic assumption that there is no entrainment in a submerged jump is not confirmed. However, the analysis of a submerged jump is beyond the scope of this work.

It can be said that the model proposed here is capable of describing adequately the main features of the density jump phe-
nomenon, accounting for streamwise variation and friction, except for entrainment in submerged jumps, which is beyond the scope of this work.
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## Nomenclature

$$
a=\text { constant in Eq. }
$$

$e=$ turbulent energy dissipation rate
$\mathrm{Fr}_{1}=$ Froude number at entrance, $\left(q /\left(g \Delta \rho / \rho h_{1}^{3}\right)^{1 / 2}\right.$
$\mathrm{Fr}^{\prime}{ }_{1}=$ Froude number at end of entrainment region, $\mathrm{Fr}_{1}\left(\left(1+\varepsilon_{f}\right) /\left(h^{\prime}{ }_{1} / h_{1}\right)\right)^{3 / 2}$
$f=$ Fanning friction factor $\left(=2 \tau / \rho U^{2}\right)$
$g=$ gravity
$h_{1}=$ layer height at entrance
$h_{1}^{\prime}=$ layer height at end of entrainment region
$h_{2}=$ layer height at end of roller region
$H_{1}{ }^{\prime \prime}=3\left(h_{1}^{\prime} / h_{1}\right) \mathrm{Fr}_{1}{ }^{2 / 3} /\left(2 \mathrm{Fr}_{1}{ }^{2}+1\right)$
$H_{2}{ }^{\prime \prime}=3\left(h^{\prime}{ }_{2} / h_{1}\right) \mathrm{Fr}_{1}{ }^{2 / 3} /\left(2 \mathrm{Fr}_{1}{ }^{2}+1\right)$
$k=$ turbulent energy
$L=$ streamwise distance between the entrance and obstruction
$L_{e}=$ streamwise extent of the entrainment region
$L_{p}=$ streamwise extent of the postjump region
$L_{r}=$ streamwise extent of the roller region
$q=$ volumetric flow rate per unit width at $x=0$
$q(x)=$ volumetric flow rate per unit width at $x$
$q_{e}(x)=$ entrained volumetric flow rate per unit width
$Q_{\text {ent }}=$ entry volume flow rate in the experiment
$Q_{\text {exit }}=$ entry volume flow rate in the experiment
$s(x)=$ local dilution, $(\equiv 1+\varepsilon(x)=q(x) / q)$
$s_{f}=$ dilution at the end of jump, $\left(\equiv 1+\varepsilon_{f}\right)$
$T_{\text {ent }}=$ exit absolute temperature in experiment
$T_{\text {exit }}=$ exit absolute temperature in experiment
$v=$ vertical velocity
$u=$ streamwise mean velocity at cross section
$x=$ streamwise coordinate from entrance
$x_{0}=$ virtual streamwise coordinate at the place where $s=0$
$X^{\prime \prime}=3\left[\left(x-x_{o}\right) / h_{1}\right] \mathrm{Fr}_{1}{ }^{2 / 3} /\left(2 \mathrm{Fr}_{1}^{2}+1\right)$
$z=$ vertical coordinate
$Z=$ maximum height of obstruction.

## Greek

$$
\begin{aligned}
& \varepsilon(x)= \begin{array}{l}
\text { local cumulative entrainment ratio based on the } \\
\\
\text { initial volume flow rate }\left(q_{e}(x) / q\right)
\end{array} \\
& \varepsilon_{f}= \text { final entrainment ratio at the end of entrain- } \\
& \text { ment region }\left(q_{e}\left(L_{e}\right) / q\right) \text {-equal to the final flow } \\
& \text { rate too. } \\
& \xi=\begin{array}{l}
\text { ratio between vertical velocity } v \text { at the edge of } \\
\\
\\
\text { the density layer and horizontal mean velocity } \\
\text { inside it } u .
\end{array} \\
& \Delta \rho=\begin{array}{l}
\text { difference between the density inside layer and } \\
\text { the ambient region }
\end{array} \\
& \rho=\begin{array}{l}
\text { density }
\end{array} \\
& \tau= \text { wall shear stress } \\
& \psi= \text { stream function } \\
& \psi_{\text {init }}= \text { initial stream function at upper part of inflow } \\
& \text { stream }
\end{aligned}
$$
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# Experimental Study of a Cavitating Centrifugal Pump During Fast Startups 


#### Abstract

The startup of rocket engine turbopumps is generally performed only in a few seconds. It implies that these pumps reach their nominal operating conditions after only a few rotations. During these first rotations of the blades, the flow evolution in the pump is governed by transient phenomena, based mainly on the flow rate and rotation speed evolution. These phenomena progressively become negligible when the steady behavior is reached. The pump transient behavior induces significant pressure fluctuations, which may result in partial flow vaporization, i.e., cavitation. An existing experimental test rig has been updated in the LML Laboratory (Lille, France) for the startups of a centrifugal pump. The study focuses on the cavitation induced during the pump startup. Instantaneous measurement of torque, flow rate, inlet and outlet unsteady pressures, and pump rotation velocity enable to characterize the pump behavior during rapid starting periods. Three different types of fast startup behaviors have been identified. According to the final operating point, the startup is characterized either by a single drop of the delivery static pressure, by several low-frequency drops, or by a water hammer phenomenon that can be observed in both the inlet and outlet of the pump. A physical analysis is proposed to explain these three different types of transient flow behavior. [DOI: 10.1115/1.4000845]


## 1 Introduction

Space launcher turbopumps are characterized by fast startups; actually, the time delay between the inception of the shaft rotation and the nominal flow conditions is usually close to one second. It means that the rotation speed increases from zero up to several tens of thousands of rotations per minute during a single second. Such fast startup results in severe transient effects that are mainly governed by the speed acceleration $d \omega / d t$ and the flow rate increase $d Q / d t$ [1].

Transient effects in centrifugal pumps have been studied experimentally by several means for about 25 years: fast opening or closure of valves [2], fast startup and shutdown sequences [3,4,6-8], and /or rotation speed fluctuations [5]. It has been found in these previous studies that fast transients result in pronounced unsteady effects involving large pressure and flow rate fluctuations, which may be preponderant in front of the quasisteady flow evolution. So, the understanding and prediction of these transient behaviors is of first importance for the design of the feed pumps of rocket engines.

For this purpose, an experimental setup has been developed in the LML Laboratory. It is presently devoted to the study of a five blades centrifugal impeller. An original startup sequence based on the use of a rapid coupling is applied in order to simulate rocket engine fast startings and the associated transient effects. Noncavitating conditions have been previously investigated [6,7] and the evolution of global parameters of the flow during the startup (flow rate, pump head, and pump rotation speed) has been obtained for various flow conditions. Local investigations have also been performed by Picavet and Barrand [6] in order to characterize the flow at the pump suction. A strong tangential velocity has been detected by visualizations at the pump inlet. Particle image velocimetry (PIV) measurements performed in the inlet pipe have con-

[^10]firmed the presence of this recirculation, whose length and intensity have been characterized according to the final rotation speed and flow rate [7].

These previous investigations have been mainly conducted in noncavitating flow conditions. However, pressure fluctuations involved in fast pump startups may be responsible for the development of cavitation in the impeller and in the inlet pipe. Indeed, cavitation is a recurrent source of perturbation for pumps operating at low inlet pressure and/or high rotation speed. Such conditions may be encountered during fast startups. Tanaka and Tsukamoto [2] studied the transient flow in a centrifugal pump during fast startup or shutdown sequence; they have found strong fluctuations of both the flow rates and the pressures at the inlet and outlet. While some of these fluctuations, which occur simultaneously at the pump suction and delivery, are attributed by the authors to the water hammer phenomenon, other oscillations, only detected at the pump outlet, are due to unsteady cavitation. According to the measurements reported in Ref. [2], such oscillations depend both on the value of the cavitation number $\tau$ and on the flow rate.
The objective of the present study is to analyze this transient cavitating behavior in order to characterize the influence of low inlet pressure on fast startups of pumps.

## 2 Experimental Device

The test rig has been initially constructed in 1993 for the study of fast startup of centrifugal pumps. It has been used since that time for the investigation of fast transients in various situations of noncavitating flows [9-11].
For the purpose of the present study, the setup has been significantly modified in order to improve its capabilities of measurement and also to enable different types of initial conditions.
Two different configurations are available (Fig. 1):
(1) Configuration No. 1: The suction and delivery pipes of the pump are connected to a single tank, so that the test rig is closed. In this situation, the flow velocity in the rig before the pump startup is zero.


Fig. 1 Photography and scheme of the test rig
(2) Configuration No. 2: The delivery pipes are connected to a second tank, which means that the inlet and outlet initial pressures can be set independently. It enables to impose an initial flow circulation before the pump startup.

The switch between the two configurations is controlled with a valve located on the pump delivery pipe (Fig. 1). In the present study, configuration no. 1 is systematically used.

In order to achieve fast starting periods, a special conception of the line of shafts is required: The pump is driven by an asynchronous electric motor through an electromagnetic clutch. The fast startups are obtained by engaging the clutch, once the motor is running at its final rotation speed. Slower startups can also be obtained by engaging the clutch before the motor is started.

A single stage vaneless diffuser single volute type radial flow pump is used for the experiments. The main specifications of the impeller are summarized in Table 1 and Fig. 2.

Table 1 Impeller specifications

Geometric specifications
Inlet vane angle (deg)
Outlet vane angle (deg)
Number of vanes 5
Inlet diameter $D_{1}(\mathrm{~mm}) \quad 38.5$
Outer diameter $D_{2}(\mathrm{~mm}) \quad 202.5$
Outer width $b_{2}(\mathrm{~mm})$
Hydraulic parameters

| $\omega_{n}(\mathrm{rpm})$ | 2900 |
| :--- | :---: |
| $\omega_{s}$ | 0.24 |
| $Q_{n}\left(\mathrm{~m}^{3} / \mathrm{h}\right)$ | 23 |
| $\Delta P_{n}(\mathrm{~Pa})$ | $4.9 \times 10^{5}$ |

Several high-frequency measurements are available on the installation, in order to characterize the flow evolution during the pump fast startup:
(a) A Meiri (France) 0170MS torque meter is included between the pump and electromagnetic clutch in order to obtain the instantaneous rotation speed and torque.
(b) Four Kistler (France) 701A piezoelectric pressure transducers are located on the inlet and delivery pipes. Their signals are used to obtain the high-frequency inlet and outlet pressure evolutions as well as the inlet and outlet flow rates, according to the method initially proposed by Ghelici [9]. The transducer which is the nearest from the impeller on the suction pipe is located 50 mm upstream from the pump, while the first one on the delivery pipe is located at 100 mm downstream from the pump. More details can be found in Ref. [1] regarding this method and its accuracy.
(c) The motor shaft rotation speed is measured by a photoelectric cell.
(d) An accelerometer located on the pump casing is used to obtain the radial vibrations.

Moreover, supplementary low-frequency instrumentation is also available in order to control the final flow conditions after the transients or to characterize stabilized flow conditions. For this purpose, two Krohne (France) Optiflux 4300 flow meters are used for the flow rate control at the pump suction and delivery, and two Rosemount pressure sensors are devoted to the measurements of the inlet static pressure and pump static pressure rise, respectively.

Table 2 Absolute uncertainties derived from repeatability tests (steady/transient conditions, with/without cavitation)

|  | $\begin{gathered} P_{s} \\ (\mathrm{~Pa}) \end{gathered}$ |  | $\begin{gathered} P_{d} \\ (\mathrm{~Pa}) \end{gathered}$ |  | $\begin{gathered} C \\ (\mathrm{Nm}) \end{gathered}$ |  | $\begin{gathered} \omega \\ (\mathrm{rpm}) \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | st | tr | st | tr | st | tr | st | tr |
| No cavitation | 1500 | 3000 | 2000 | 11,000 | 0.15 | 0.5 | 0 | 45 |
| Cavitation | 1500 | 1500 | 6000 | 10,000 | 0.5 | 0.5 | 0 | 45 |

These sensors are not used for unsteady conditions measurements because their acquisition frequency is too small, i.e., 25 Hz for the flow meters, and less than 1 Hz for the Rosemount pressure sensors. Such values do not enable to catch the flow rate and the pump static pressure rise evolutions during a fast startup.

The high-frequency data from the pressure transducers and the torque meter are acquired by a National Instrument (France) PXIPCI system equipped for the simultaneous acquisition of all signals. The sampling frequency is 10 kHz , and the acquisition duration is 5 s . In the case of fast startups, acquisition is triggered by a transistor-transistor logic (TTL) signal emitted at the engagement of the electromagnetic clutch, so that all experiments have the same reference time.

For steady state flow conditions, the uncertainty on the measurements has been evaluated from both the precision of the sensors and repeatability tests. In noncavitating conditions and a rotation speed equal to 3000 rpm , the overall relative uncertainty is $5 \%$ for the torque, $1 \%$ for the measurements of the fluctuating pressures, $0.5 \%$ for the inlet pressure and the pump head, and $4 \%$ for the flow rate, respectively. In cavitating conditions, uncertainties on torque and fluctuating pressures increase up to $6.5 \%$ and $2 \%$, respectively.

For transient flow conditions, absolute uncertainties are given in Table 2. Indeed, relative uncertainties make no sense, since initial values of the flow rate, rotation speed are zero. In Table 2, absolute uncertainties related to steady-flow conditions are also reported in order to enable the reader to compare transient and steady-flow conditions. All values given in Table 2 correspond to the maximum uncertainties obtained during the transient from analysis of repeatability tests, for cavitating as well as noncavitating conditions. The final rotation speed is always 3000 rpm . Note that the absolute uncertainties are given for both steady (st) and transient (tr) situations. It can be seen that the precision of the measurements may decrease slightly during fast startups. The value of 45 rpm reported for the rotation speed in transient flow conditions is mainly due to a random time delay in the rotation speed increase, which is related to the variable slipping of the electromagnetic clutch when it is engaged.

Visualizations of the flow within the impeller have been performed with a high speed camera and a pulsed stroboscope. As for the other sensors, the camera and stroboscope are triggered with the electromagnetic clutch. For these measurements, an inlet pipe in plexiglas was used. The acquisition frequency equals 500 Hz , so about 250 pictures are obtained during each fast startup. The objective of these visualizations is to provide a rough estimation of the cavitation development within the impeller during the fast startups.

## 3 Steady Flow Measurements

The behavior of the impeller has first been characterized in configurations of stabilized flow rates and rotation speeds in noncavitating and cavitating conditions.
3.1 Noncavitating Behavior. The evolution of the pump head according to the flow rate is given in Fig. 3 for three different rotation speeds. The nominal flow rate $Q_{n}$ is defined as the conditions leading to zero incidence at the blade leading edge. The corresponding flow rate coefficient is 0.021 . Flow rates have been


Fig. 3 Evolution of the pump elevation according to the inlet flow rate coefficient ( $\Delta \Psi / \Psi=0.5 \%$ and $\Delta \delta / \delta=4 \%$ )


Fig. 4 Evolution of (a) $\chi$ according to $\delta$ at $3000 \mathrm{rpm}(\Delta \chi / \chi$ $=5 \%$ and $\Delta \delta / \delta=4 \%$ ), (b) $\eta$ according to $\delta$ at $3000 \mathrm{rpm}(\Delta \eta / \eta$ $=9,5 \%$ ), (c) $\chi$ according to $\omega / \omega_{n}$ for $Q=Q_{n}(\Delta \chi / \chi=5 \%)$, and (d) the dimensionless amplitude of the radial vibrations according to $\delta(\Delta \delta / \delta=4 \%)$
investigated from $0.13 Q_{n}$ up to $1.5 Q_{n}$. To obtain the charts drawn in Fig. 3, noncavitating conditions have been imposed by increasing the pressure level in the tank up to 3 kPa .

It can be observed in Fig. 3 that a close agreement between the three results is obtained. Only a slight decrease in the pump head can be observed at a rotation speed of 1000 rpm , in comparison with the two other speeds. It shows that for rotation speeds ranging from 1000 rpm to 3000 rpm , the noncavitating flow in the pumps matches a similarity law.

Figures $4(a)$ and $4(b)$ show the evolutions of the torque and the efficiency according to the flow rate coefficient for a rotation speed equal to 3000 rpm . Note that the efficiency of the whole pump including the volute is considered here. The variation in $\chi$ as a function of the dimensionless rotation speed $\omega / \omega_{n}$ at nominal flow rate is given in Fig. 4(c). It can be observed that for rotation speeds higher than $1200 \mathrm{rpm}\left(\omega / \omega_{n}=0.4\right)$, a nice similarity is obtained, while for small rotation speeds, the torque increases significantly. This poor similarity at low speed is confirmed in Fig. $4(d)$, which shows the evolution of the amplitude of radial vibrations on the pump casing according to the flow coefficient for three rotation speeds.
3.2 Cavitating Behavior. The effects of cavitation on the pump performance have been studied first in steady-flow conditions: The head drop charts have been obtained at several rotation speeds and several values of the flow coefficient by progressively decreasing the pressure in the tank. Only rotation speeds of 2500 rpm and 3000 rpm have been investigated, so that at least $20 \%$ pressure drop can be obtained. A close agreement between dimensionless charts obtained at both speeds at nominal flow rate is obtained in Fig. 5. It shows that similarity laws can be extended to cavitating behavior at such speeds.

Figure 6 displays the cavitating behavior of the pump at 3000 rpm for several flow rates. Although the pump geometry leads to a quite small value of $\omega_{s}=0.24$, the decrease in the pump elevation is progressive at all flow rates. Figure 7 shows the evolution of the values of $\tau$ corresponding to $3 \%, 10 \%$, and $20 \%$ head drop according to the flow rate. Nearly identical slopes are obtained for the three curves, which demonstrates a similar pump behavior at all flow rates.

Figure 8 shows the decrease in the pump head according to the flow rate for constant values of the cavitation number $\tau$. The curve corresponding to noncavitating flow conditions is also drawn in order to visualize the head drop due to cavitation. It can be observed that the head drop increases with the flow rate. It suggests that cavitation occurs also on the pressure side of the blades when the flow rate is increased over the nominal value $\delta_{n}=0.021$. This pressure side cavity leads to a local inversion of the pressure difference on both sides of the blades, which progressively dete-


Fig. 5 Head drop charts at 2500 rpm and 3000 rpm at nominal flow rate ( $\Delta \Psi / \Psi=0.5 \%$ and $\Delta \tau / \tau=0.5 \%$ )


Fig. 6 Head drop charts for six inlet flow rates at 3000 rpm $(\Delta \Psi / \Psi=0.5 \%, \Delta \tau / \tau=0.5 \%$, and $\Delta \delta / \delta=4 \%$ )


Fig. 7 Evolution of $\tau$ according to $\delta$ for $3 \%, 10 \%$, and $20 \%$ head drop ( 3000 rpm ) ( $\Delta \tau / \tau=0.5 \%$ and $\Delta \delta / \delta=4 \%$ )


Fig. 8 Evolution of the head drop according to $\delta$ at constant value of $\tau(\Delta \Psi / \Psi=0.5, \Delta \delta / \delta=4 \%$, and $\Delta \tau / \tau=0.5 \%)$


Fig. 9 Evolution of the efficiency according to $\tau$ for six values of the inlet flow rate coefficient ( 3000 rpm ) ( $\Delta \boldsymbol{\eta} / \boldsymbol{\eta}=9.5 \%$ and $\Delta \tau / \tau=0.5 \%)$
riorates the pump elevation. However, Fig. 9 shows that the efficiency also decreases at high flow rate coefficient, which indicates that the pressure side cavity leads to a significant obstruction of the flow in the blade to blade channels. It induces also a progressive decrease in the flow coefficient corresponding to the optimal efficiency.

## 4 Fast Startups

Transient behaviors have been also investigated by performing fast startups of the pump at several flow rates in noncavitating and cavitating conditions.
4.1 Noncavitating Conditions. The high-frequency signals resulting from a fast startup performed at nominal flow rate are displayed in Figs. 10-12. The time evolutions of the pressure at suction $\left(P_{s}\right)$ and delivery $\left(P_{d}\right)$ are drawn in Fig. 10, together with the differential pressure developed by the pump $\left(P_{d}-P_{s}\right)$. The startup itself corresponds to the first 0.45 s , while the second part of the signals is related to steady-flow conditions that are obtained at the end of the starting period. This is confirmed by Fig. 11, which shows the evolution of the rotation speed as a function of time. The pressure decrease in the pump suction pipe (see Fig. 10) is related to the effects of the fluid inertia in the suction pipe, according to the following relation:

$$
P_{s}=P_{\mathrm{tank}}-K_{2}^{*} \partial Q / \partial t-\xi
$$

where $P_{\text {tank }}$ is the pressure at the outlet of the upstream tank, and $\xi$ is the pressure drop due to the unsteady head losses. It can be checked in Fig. 10 than the lowest value of $P_{s}$ is obtained for the highest value of $\partial Q / \partial t$.

The torque evolution is shown in Fig. 12. Periodical fluctuations at a frequency of 50 Hz of the pump rotation are obtained in steady-flow conditions. The hydraulic torque is given hereafter [1] as

$$
\begin{equation*}
C=\iint \rho r c_{u} c_{r} d S+I_{\mathrm{fluid}} \frac{\partial}{\partial t}(\omega)-\left(\rho \int_{r 1}^{r 2} \frac{r}{\tan \beta} d r\right) \frac{\partial}{\partial t} Q \tag{1}
\end{equation*}
$$

The first term on the right hand side is identical to the one obtained in steady-flow conditions: It corresponds to the increase in the moment of momentum in the pump. Conversely, terms 2 and 3 are due to the unsteady flow evolution: Term 2 is related to the inertial moment of the fluid ( $I_{\text {fluid }}$ ) when the impeller is accelerated, while term 3 is due to the flow rate variations in the pump.

To investigate the peak that occurs at the end of the startup, the shaft inertia must be taken into account, as shown in the expression



Fig. 10 (a) Evolution of the pump head, and the inlet and outlet pressures; (b) inlet flow rate evolution in the suction pipe $\left(Q_{f}=Q_{n}, \omega_{f}=3000 \mathrm{rpm}\right.$, no cavitation $)$

$$
\begin{equation*}
C=\iint \rho r c_{u} c_{r} d S+\left(I_{\text {fluid }}+I_{p}\right) \frac{\partial}{\partial t}(\omega)-\left(\rho \int_{r 1}^{r 2} \frac{r}{\tan \beta} d r\right) \frac{\partial}{\partial t} Q \tag{2}
\end{equation*}
$$

This equation is solved numerically on the basis of the evolutions of $\omega$ and $Q$ measured in the experiment. The comparison between the numerical result and the torque measured during the startup is


Fig. 11 Evolution of the rotation speed ( $Q_{f}=Q_{n}, \omega_{f}=3000 \mathrm{rpm}$, no cavitation)


Fig. 12 Evolution of the dimensionless torque $\left(Q_{f}=Q_{n}, \omega_{f}\right.$ $=3000$ rpm, no cavitation)


Fig. 13 Comparison between the measured and calculated dimensionless torques ( $Q_{f}=Q_{n}$ and $\left.\omega_{f}=2000 \mathrm{rpm}\right)$


Fig. 14 Comparison between the measured and calculated values of $C_{\text {max }} / C_{\text {st }}\left(Q_{f}=Q_{n}\right)$
displayed in Fig. 13.
Although some discrepancies can be observed concerning the prediction of the steady-flow torque magnitude, a reliable agreement is obtained regarding the peak amplitude and shape.

Since the torque peak occurs for high values of $d \omega / d t$ (see Figs. 10 and 11), it is expected that the ratio $C_{\max } / C_{\mathrm{st}}$ (where $C_{\max }$ denotes the maximum torque value and $C_{\text {st }}$ is the torque value in steady-flow conditions) depends mainly on the fluid and solid inertia. $I_{p}$ is estimated to be much higher than $I_{\text {fluid }}$, so $C_{\text {max }} / C_{\text {st }}$ may be close to the following expression:

$$
\begin{equation*}
\frac{C_{\max }}{C_{\mathrm{st}}} \approx \frac{C_{\mathrm{st}}+I_{p} \frac{\partial \omega}{\partial t}}{C_{\mathrm{st}}}=1+\frac{I_{p} \frac{\partial \omega}{\partial t}}{C_{\mathrm{st}}} \tag{3}
\end{equation*}
$$

This expression is calculated numerically and compared with the experimental values of $C_{\text {max }} / C_{\mathrm{st}}$ for several rotation speeds at nominal flow rate (Fig. 14).
A close agreement between the experimental data and the calculated values is obtained for all rotation speeds. It confirms than the shaft inertia is mainly responsible for the torque peak observed at the end of the fast startups.
4.2 Cavitating Conditions. When the pressure in the tank is decreased so that cavitation is obtained during the transient or even in steady-flow conditions, three types of pressure signals displayed in Figs. 15, 17, and 18 are obtained. All data are obtained for a final rotation speed equal to 3000 rpm , since it was shown previously in Sec. 3.2 that behaviors at other rotation speeds could be derived from a single one by the similarity laws. The three different operating conditions including cavitation are given in Table 3.

Tests have been conducted for various values of flow rate and cavitation number. In most of the cases, pressure signals evolutions are similar to the one drawn in Fig. 15 (denoted as "case 2" hereafter). In comparison with noncavitating situations (see Fig. 10), the pressure at the pump suction, after the initial fall, remains completely stable during most of the startup $(0.25 \mathrm{~s}<t$


Fig. 15 Evolution of the pump head, inlet and outlet pressures, and inlet flow rate (case 2) $\left(\tau=0.091, Q_{f}=0.9 Q_{n}\right.$, and $\omega_{f}$ =3000 rpm)

Table 3 Operating conditions in cavitation

| $\omega_{f}$ <br> $(\mathrm{tr} / \mathrm{min})$ | $\tau_{f}$ | $Q_{f} / Q_{n}$ | Pressure evolution | Name |
| :--- | :---: | :---: | :---: | :---: |
| 3000 | 0.091 | 0.9 | Fig. 15 | Case 2 |
| 3000 | 0.091 | 1.1 | Fig. 17 | Case 1 |
| 3000 | 0.111 | 0.7 | Fig. 18 | Case 3 |

$<0.45 \mathrm{~s})$. Its magnitude during this period is slightly higher than the vapor pressure. This behavior indicates that cavitation occurs in the pump inlet pipe and/or inside the pump. The pressure at the delivery is characterized by a significant drop at the end of the startup, which may be related to the temporary decrease in the pump head because of cavitation on the blades. The delivery signal also exhibits high-frequency fluctuations, whose maximum amplitude is about $50 \%$ of the pump head. This may be due to vapor collapse at the pump outlet.

These pressure fluctuations at the pump outlet can be associated with the drastic increase in the magnitude of the radial vibrations measured on the pump casing, in comparison with noncavitating conditions (Fig. 16). Note in Fig. 16(b) that the maximum amplitude of the vibrations ( $0.4 \mathrm{~s}<t<0.5 \mathrm{~s}$ ) is correlated with the maximum pressure fluctuations at the pump outlet (Fig. 15).

For high flow rates (at least $1.1 Q_{n}$ ) slightly different pressure signals are obtained (Fig. 17). Low frequency oscillations of the delivery pressure can be observed at the end and after the transient period. This particular behavior, denoted as "case 1" hereafter,


Fig. 16 Amplitude of the radial vibrations on the pump casing for $\omega_{f}=3000 \mathrm{rpm}:\left(\right.$ a) noncavitating conditions $Q_{f}=Q_{n}$; (b) $\tau$ $=0.091$ and $Q_{f}=0.9 Q_{n}$


Fig. 17 Evolution of the pump head, inlet and outlet pressures, and inlet flow rate (case 1) $\left(\tau=0.091, Q_{f}=1.1 Q_{n}\right.$, and $\omega_{f}$ $=3000 \mathrm{rpm}$ )
may be due to the obstruction generated by pressure side cavitation on the blades: Such blockage results in a significant decrease in the pump head, as can be seen in Fig. 8, in steady state situations. Low amplitude pressure oscillations can also be observed on the inlet pressure signal, which suggests that this phenomenon is related to a surge type instability that affects the whole pump.

A third typical pattern of the pressure signals is obtained for intermediate values of the cavitation number and lower flow rates. In such conditions of moderate cavitation, a pressure peak is obtained at the pump suction at the end of the transient (Fig. 18). Note that a peak of similar magnitude occurs also at the same time at the delivery, although it is not so visible because of highfrequency pressure fluctuations. Such simultaneous pressure jumps can be associated with the water hammer phenomenon, as it was previously stated by Tanaka and Tsukamoto [3]. These configurations will be denoted as "case 3 " hereafter.
The torque fluctuations obtained in cases $1-3$ are displayed in Fig. 19. As in noncavitating conditions, the dimensionless torque evolutions are characterized by a large peak that occurs at the end of the startup. This phenomenon is due, as clarified in Sec. 3.1, to the shaft inertia, so it is not related to cavitation. After this large peak, again, three different comportments of the torque can be observed before the stabilized value is reached: several lowfrequency fluctuations (case 1), a progressive re-increase (case 2), or a behavior similar to the one obtained in noncavitating conditions (see Fig. 12), i.e., the stabilized value of the torque is


Fig. 18 Evolution of the pump head, inlet and outlet pressures, and inlet flow rate (case 3) $\left(\tau=0.111, Q_{f}=0.7 Q_{n}\right.$, and $\omega_{f}$ $=3000 \mathrm{rpm}$ )
reached quasi-immediately after the large peak.
On the basis of the pressure and torque evolutions, the whole tests performed in cavitating conditions have been classified into these three different categories of transients, and the resulting map is drawn in Fig. 20. It confirms that large scale oscillations systematically occur at high flow rate and in conditions of developed cavitation, while water hammer phenomena are detected at lower flow rate and for a moderate development of cavitation. Such a classification has been proposed previously by Tanaka and Tsukamoto [3], whereas these authors investigated on a quite different range of $\tau$ and $\delta$ (Figs. 21(a) and 21(b)). Note that the parameter $K$ used in ordinate is based on a characteristic time of the startup $T_{n a}$, the final rotation speed $N_{f}$, and a flow rate coefficient $\phi_{n f}$. $N_{f} \times T_{n a}$ characterizes how fast the startup is, while $\phi_{n f}$ is related to the final flow rate in steady state conditions [3]. The present experiments are reported in the same diagram (Fig. 21(b)) in order to enable the comparison with the data reported in Ref. [3].
Tanaka and Tsukamoto also detected two types of cavitation behaviors, as follows:
(1) the first one, denoted as "no fluctuation," which exhibits only a drop of the delivery pressure at the end of the startup
(2) the second one, denoted as "oscillating cavitation," which
Case 1

$$
\mathrm{Q}_{\mathrm{f}}=1.1 \mathrm{Q}_{\mathrm{n}}
$$

$\left.\omega_{\mathrm{f}}=3000 \mathrm{rpm}\right)$




Fig. 19 Dimensionless torque evolutions in cavitating conditions


Fig. 20 Classification of the startups


Fig. 21 Comparison between the present set of data and the previous results reported in Ref. [3]: (a) data from Tanaka and Tsukamoto; (b) present experiments
is obtained at large flow coefficient and low cavitation number; it involves low-frequency fluctuations both at the pump inlet and outlet

Note that in both situations, no high-frequency fluctuation is reported by the authors.

So, case 2 (Fig. 15) in the present experiments seems very close to the situation denoted as no fluctuation in Ref. [3], and case 1 (Fig. 17), which is obtained also at large flow rates and low cavitation numbers, is similar to the situation of oscillating cavitation reported in Ref. [3].

It can be observed (Fig. 21) that the present tests correspond to an area of the diagram that was not investigated by Tanaka and Tsukamoto. Moreover, the limit between the water hammer phenomena and situations of oscillations was defined by $K^{*} \tau=7.5$ in Ref. [3], while a significantly different value $K^{*} \tau=20$ is found in the present work. Such discrepancy may be related to the use of two different test rigs characterized by different pipe lengths, pipe diameters, and even pipe roughness.

To investigate the physical mechanisms involved in each type of fast startup, the final operating point corresponding to cases


Fig. 22 Final operating points reported on the head drop curves
$1-3$ is reported on the head drop curves presented in Fig. 6 (Fig. 22). It can be observed that the fast startups corresponding to case 1 ("low frequency oscillations") have their final operating point at the end of the drop, whereas the final operating points corresponding to case 3 ("water hammer") are located before the drop. The ones related to case 2 ("high-frequency fluctuations") are located between cases 1 and 3. It means that the final operating point in case 3 corresponds to low cavitating conditions, while developed cavitation is still present at the end of the startup in cases 1 and 2.

Figures 23-25 present the evolution of the cavitating number $\tau$ according to the flow rate coefficient $\delta$ for the three cases. The curves corresponding to $0 \%, 3 \%, 10 \%$, and $20 \%$ of head drop are reported in order to visualize the evolution of the cavitating conditions during the fast startup. The rotation speed, acceleration, flow rate, and time derivate of the flow rate are also drawn in order to discuss the relative influence of the different unsteady terms on the evolution of $\tau$ and $\delta$.

For each case, the minimum value of the cavitation number is reached simultaneously with the final rotation speed ( $\delta=0.013$, for example, in Fig. 23). This point is related to the successive variations in the pressure in the pump suction pipe $P_{s}$, which is used in the definition of $\tau$. Note that $P_{s}=P_{\text {tank }}-K^{*}(d Q / d t)-\xi$, where $\xi$ is the regular pressure loss. During the first part of the pump startup, the flow rate increases significantly, so $P_{s}$ decreases much below the pressure value in the tank. Once the final rotation speed is reached the flow rate variation $d Q / d t$ decreases drastically, so the static inlet pressure $P_{s}$ re-increases (see Fig. 15 between $t$ $=0.5 \mathrm{~s}$ and 0.6 s ), which leads to a significant re-increase in the cavitation number. At the end of the fast startup (between $\delta$ $=0.016$ and 0.019 for case 2 ), only the flow rates still slowly increases, while the rotation speed is constant. This leads to a progressive increase in the inlet total pressure, which has only minor influence on the cavitation number (see definition for $\tau$ ).
The drop of the delivery pressure in case 2 (first drop in case 1) is correlated with the minimum value of the cavitation number, i.e., the end of the rotation speed increase. Indeed, this operating point may correspond to the most developed cavitating conditions as Fig. 26 shows it. Figures $26(a)-26(d)$ exhibit the cavitation development within the impeller at time $t=0.308 \mathrm{~s}, 0.422 \mathrm{~s}, 0.520$ s , and 0.728 s , respectively. The time corresponding to these different steps (Figs. 26(a)-26(d)) is indicated on the chart, showing the $\tau$ evolution in Fig. 26(e). From these figures it can be checked that the most developed cavitating conditions (Fig. 26(b)) corresponds to the minimum value of the cavitation number.

The further re-increase in the delivery pressure is mainly due to the simultaneous re-increase in the cavitation number, which leads to more moderate development of cavitation. In case 2 , the nomi-




Fig. 24 Evolution of $\tau$ according to $\delta$ for case 1: (a) full scale; (b) zoom

## 5 Conclusion

The behavior of a centrifugal pump has been studied in cavitating and noncavitating conditions. Both steady state flow situations and fast startups have been investigated. The effects of cavitation on the pump head at constant rotation speed have been characterized. Different types of unsteady behaviors have been obtained during the transients performed in cavitating conditions. At high flow rate, large scale low-frequency oscillations are obtained on the pressure signal at the delivery (case 1), whereas at a lower flow rate, only a drop at the end of the startup is detected (case 2 ). At moderate cavitation number and low flow rate, the water hammer phenomena are also observed.

These results are consistent with the previous data reported by Tanaka and Tsukamoto [3] with similar impeller geometry. Appropriate parameters are still to be determined to classify the different transient cavitating situations.

For cases $1-3$, a physical analysis has been proposed to explain the evolution of the pump head during the startup. It has been shown that low final flow rates usually enable to reach at the end of the startup low cavitating conditions, whereas increasing the final flow rate results in more developed cavitating conditions, leading to progressive head drop of the pump. Conversely, low final flow rates result in the occurrence of the water hammer phenomena that may be related to the complete sudden collapse of the vapor in the pump and/or the inlet pipe. Supplementary global and local measurements are found to be necessary to improve the understanding of the pump transient cavitating behavior, and thus, to enrich the previous physical analysis. Therefore, local nonintrusive measurements inside the impeller will be performed by the


Fig. 25 Evolution of $\tau$ according to $\delta$ for case 3: (a) full scale; (b) zoom

LML research team, in order to characterize more precisely the cavitation pattern obtained in the different cases detected presently.
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## Nomenclature

$$
\begin{aligned}
b & =\text { height of the blade to blade channels }(\mathrm{m}) \\
C_{u} & =\text { tangential component of the velocity }(\mathrm{m} / \mathrm{s}) \\
C_{r} & =\text { radial component of the velocity, }=Q /(2 \pi r b) \\
& (\mathrm{m} / \mathrm{s}) \\
C & =\text { torque }(\mathrm{N} \mathrm{~m}) \\
H & =\text { total head }(\mathrm{m}) \\
I_{\text {fluid }} & =\text { fluid inertia moment }\left(\mathrm{kg} \mathrm{~m}^{2}\right) \\
I_{p} & =\text { shaft inertia moment }\left(\mathrm{kg} \mathrm{~m}^{2}\right) \\
K & =\omega_{f} \times T_{n a} / \Phi_{n f} \\
P_{s} & =\text { static pressure in the pump suction pipe }(\mathrm{Pa}) \\
P_{d} & =\text { static pressure in the pump delivery pipe }(\mathrm{Pa}) \\
P_{\mathrm{vs}} & =\text { vapor pressure }(\mathrm{Pa}) \\
Q & =\text { inlet volume flow rate }\left(\mathrm{m}^{3} / \mathrm{s}\right) \\
r & =\text { impeller radius }(\mathrm{m})
\end{aligned}
$$



E


Fig. 26 Correlation between the impeller cavitation and $\tau$ evoIution (case 2): (a) $t=0.308 \mathrm{~s}$; (b) $t=0.422 \mathrm{~s}$; (c) $t=0.520 \mathrm{~s}$; and (d) $t=0.728 \mathrm{~s}$

$$
\begin{aligned}
S & =\text { limit of the fluid volume in the channels }\left(\mathrm{m}^{2}\right) \\
t & =\text { time }(\mathrm{s}) \\
T_{n a} & =\text { time to reach } 63.2 \% \text { of } \omega_{f}(\mathrm{~s}) \\
u & =\text { tip velocity, }=\omega \times r_{2}(\mathrm{~m} / \mathrm{s}) \\
v & =\text { inlet pipe velocity }(\mathrm{m} / \mathrm{s}) \\
\beta & =\text { relative flow angle } \\
\Delta P & =\text { pump static pressure rise }(\mathrm{Pa}) \\
\chi & =\text { torque coefficient, }=C / \rho \omega^{2} r_{2}{ }^{5} \\
\delta & =\text { flow rate coefficient, }=Q / u_{2} r_{2}{ }^{2} \\
\phi & =\text { flow rate coefficient, }=Q / 2 \pi r_{2} b_{2} u_{2} \\
\Psi & =\text { pressure coefficient, }=\Delta P / \rho u_{2}^{2} \\
\eta & =\text { pump efficiency } \\
\omega & =\text { rotation speed }\left(\mathrm{s}^{-1}\right) \\
\omega_{s} & =\text { specific speed, }=\omega Q^{1 / 2} /(g H)^{3 / 4} \\
\tau & ==\left(P_{s}+(1 / 2) \rho v^{2}-P_{\mathrm{vs}}\right) /\left((1 / 2) \rho u_{2}^{2}\right) \\
\rho & =\text { density }\left(\mathrm{kg} / \mathrm{m}^{3}\right)
\end{aligned}
$$

Subscripts
$f=$ final (steady part of the fast startup)
$n=$ nominal
$1=$ impeller inlet
$2=$ impeller outlet
hyd $=$ hydraulic
$\mathrm{nf}=$ noncavitating final condition
st $=$ steady
tr $=$ transient
$\max =$ maximum value
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# Computational and Experimental Studies on Cavity Filling Process by Cold Gas Dynamic Spray 


#### Abstract

Time-dependent computational simulations on cavity filling process by cold gas dynamic spray and powder jet deposition process ranging from microscale to macroscale were carried out in order to give an insight for their advanced applications to joining, crack repair, and dental treatment. Shock wave appears in front of the substrate due to underexpansion of jet and in-flight particles interact with the shock wave before their impact. The relation between shock wave, cavity configuration, and particle in-flight behavior in supersonic jet has been discussed in detail. Based on numerical and experimental studies, it was found that when the shock wave covers up the cylindrical cavity, the cavity cannot be filled at all by deposited powders. Moreover, under the condition of shock wave appearing inside the cylindrical cavity, conical deposition was formed due to the secondary back flow jet along the cavity side wall. By adopting conical cavity, cavity can be filled completely resulting from the suppression of the secondary back flow jet along the cavity side wall. [DOI: 10.1115/1.4000802]


## 1 Introduction

Cold gas dynamic spray process (cold spray process) is a promising coating technology originally developed in the mid 1980s at the Institute of Theoretical and Applied Mechanics of the Siberian Branch of the Russian Academy of Science [1-3]. In the cold spray process, a wide variety of metal powders are deposited onto various substrate materials by accelerating particles through momentum transfer from supersonic gas flow [4,5]. The temperature of supersonic gas flow is always lower than the melting point of in-flight particle and then particles deposit and form the coating on a substrate in solid state. The adhesion of particles in a cold spray process occurs only when particles have large enough kinetic energy to cause their extensive plastic deformation and also the mechanochemical activation of the substrate upon impact. The previous experimental and numerical studies showed that the

[^11]minimum particle impact velocity called "critical velocity" exists to create an adhesion with substrate [6]. If the particle impact velocity is below the critical velocity, the particles rebound and, as a consequence, surface abrasion occurs. Therefore, particle impact velocity is one of the key physical parameters in a cold spray process for the improvement of deposition efficiency. Because of attractive features that a cold spray process has such as low oxidation, dense coating, thick deposition, etc., cold spray process is now paid a special attention for many industrial applications. Furthermore, cold spray process has a potential to expand its application to the new joining method of structure materials or repairing of cracks by spraying on a cavity or cracks.

Recently, another room temperature and atmospheric coating process called "powder jet deposition" has been developed. It was reported that ceramics such as alumina or hydroxyapatite particles are deposited on glass and silicon substrates using powder jet deposition system $[7,8]$. In this powder jet deposition, particles ranging from several hundred nanometers to several microns are accelerated by room temperature high speed gas flow and make deposition on substrate upon high speed impact [7]. In this process, ceramics particles break up on the impact without deformation, which can be seen in the cold gas dynamic spray processes using metal powders. The deposition mechanism in this process still has not made clear yet. Since powder jet deposition success-
fully enables to form hydroxyapatite films on tooth substrate at the similar hardness to human enamel, advanced dental treatment with powder jet deposition has been highly anticipated [8].

In this study, time-dependent and realistic computational simulations on the entire cold gas dynamic spray process and powder jet deposition process were carried out by the integrated model [9-12] of flow considering shock wave, splat formation, and deposition process. First, in-flight nano-microparticle behavior in the supersonic jet impinging on a substrate with a cavity and also the interaction between a particle and shock wave were investigated in detail. Then, the influence of cavity shape on a cavity filling process was clarified both numerically and experimentally. The objective of this study is to provide a fundamental data for a high performance advanced applications of powder jet deposition process in microscale and cold gas dynamic spray process in macroscale.

## 2 Numerical Modeling

In order to derive the governing equations, the following assumptions are introduced.
(1) The flow is compressible and turbulent.
(2) The flow field is axisymmetric.
(3) Due to the small powder size with sufficiently large specific surface area, in-flight particles have the same temperature with gas flow.
(4) In-flight particles are without aggregation due to the sudden particle acceleration and deceleration in supersonic flow during a short residence time.
(5) In the experiments, the typical volume fraction of particles are from $8 \times 10^{-5}$ to $2 \times 10^{-4}$ and the influence of the particle phase on the flow must be considered. However, it is assumed that there is one-way coupling between the dispersed phase and the carrier phase for simplicity. Collision between particles is also neglected
2.1 Modeling of Particle-Laden Flow. Under the above assumptions, the governing equations for flow field are described as follows.

Continuity equation

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\nabla \cdot(\rho \boldsymbol{u})=0 \tag{1}
\end{equation*}
$$

Momentum equation

$$
\begin{equation*}
\frac{\partial(\rho \boldsymbol{u})}{\partial t}+\nabla \cdot(\rho \boldsymbol{u} \boldsymbol{u})=-\nabla p+\nabla \cdot \overline{\bar{\tau}} \tag{2}
\end{equation*}
$$

Energy equation

$$
\begin{equation*}
\frac{\partial e}{\partial t}+\nabla \cdot[(e+p) \boldsymbol{u}]=\nabla \cdot\left(\lambda_{f} \nabla T\right)+\Phi_{D} \tag{3}
\end{equation*}
$$

Equation of state

$$
\begin{equation*}
p=\rho R T \tag{4}
\end{equation*}
$$

In this study, large eddy simulation of compressible flow [13] is carried out in order to capture the unsteady turbulent behavior during the cold gas dynamic spray and powder jet deposition process. Based on the Lagrangian approach, the particle trajectories are calculated by solving the equation of motion for the particles. To predict the in-flight behavior of nano- or microscale particle in an unsteady flow precisely, the present study applies the following particle equation of motion [14] including terms of viscous drag force, flow acceleration, added mass, Saffman lift force [15,16], and Brownian motion [17].

$$
\begin{equation*}
m_{p} \frac{d \boldsymbol{u}_{p}}{d t}=\boldsymbol{F}_{\mathrm{drag}}+\boldsymbol{F}_{\mathrm{acc}}+\boldsymbol{F}_{\mathrm{mass}}+\boldsymbol{F}_{\mathrm{lift}}+\boldsymbol{F}_{\mathrm{brown}} \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \boldsymbol{x}_{p}}{d t}=\boldsymbol{u}_{p} \tag{6}
\end{equation*}
$$

The viscous drag force is described as follows.

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{drag}}=\frac{\pi}{8} d_{p}^{2} \rho C_{D}\left(\boldsymbol{u}-\boldsymbol{u}_{p}\right)\left|\boldsymbol{u}-\boldsymbol{u}_{p}\right| \tag{7}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient. In this study, the drag coefficient of sphere particle considering compressible effect and Knudsen effect is adapted [18]. This representation of drag coefficient is accurate over the wide range and flow regime including continuum, slip, transition, and molecular flow at particle Mach number up to 6 . The correlating equations for $C_{D}$ consists of three equations; the equation represents all of the subsonic flow regimes, the equation representing the supersonic flow regime at particle Mach numbers greater than 1.75 , and the linear interpolation equation for the intervening region between particle Mach number of 1 and 1.75. The detail descriptions of correlating equations for $C_{D}$ are given as follows:

For subsonic flow ( $M_{p}<1$ )

$$
\begin{align*}
C_{D(\mathrm{sub})}= & 24\left[\operatorname{Re}_{p}+S\left\{4.33+\left(\frac{3.65-1.53 \frac{T_{p}}{T}}{1+0.353 \frac{T_{p}}{T}}\right)\right.\right. \\
& \left.\times \exp \left(-0.247 \frac{\operatorname{Re}_{p}}{S}\right)\right\}\left[-\exp \left(-\frac{0.5 M_{p}}{\sqrt{\operatorname{Re}_{p_{p}}}}\right)\right. \\
& \times\left[\frac{4.5+0.38\left(0.33 \operatorname{Re}_{p}+0.48 \sqrt{\operatorname{Re}_{p}}\right)}{1+0.33 \operatorname{Re}_{p}+0.48 \sqrt{\operatorname{Re}_{p}}}+0.1 M_{p}^{2}+0.2 M_{p}^{8}\right] \\
& +\left[1-\exp \left(-\frac{M_{p}}{\operatorname{Re}_{p}}\right)\right] 0.6 S \tag{8}
\end{align*}
$$

where $\operatorname{Re}_{p}$ and $M_{p}$ are particle Reynolds number and particle Mach number based on the relative velocity between particle and gas flow, respectively. $\operatorname{Re}_{p}$ and $M_{p}$ are defined as

$$
\begin{gather*}
\operatorname{Re}_{p}=\frac{\rho d_{p}}{\mu}\left|\boldsymbol{u}-\boldsymbol{u}_{p}\right|  \tag{9}\\
M_{p}=\frac{\left|\boldsymbol{u}-\boldsymbol{u}_{p}\right|}{\sqrt{\gamma R T}} \tag{10}
\end{gather*}
$$

$S$ is the molecular speed ratio given by $S=\sqrt{\gamma / 2}$.
For supersonic flow $\left(M_{p} \geq 1.75\right)$
$C_{D(\text { super })}$

$$
\begin{equation*}
=\frac{0.9+\frac{0.34}{M_{p}^{2}}+1.86\left(\frac{M_{p}}{\operatorname{Re}_{p}}\right)^{1 / 2}\left[2+\frac{2}{S^{2}}+\frac{1.058}{S}\left(\frac{T_{p}}{T}\right)^{1 / 2}-\frac{1}{S^{4}}\right]}{1+1.86\left(\frac{M_{p}}{\operatorname{Re}_{p}}\right)^{1 / 2}} \tag{11}
\end{equation*}
$$

For supersonic flow $\left(1 \leq M_{p}<1.75\right)$ :

$$
\begin{align*}
C_{D}\left(M_{p}, \operatorname{Re}_{p}\right)= & C_{D(\mathrm{sub})}\left(1.0, \operatorname{Re}_{p}\right)+\frac{4}{3}\left(M_{p}-1.0\right)\left[C_{D(\text { super })}\left(1.75, \operatorname{Re}_{p}\right)\right. \\
& \left.-C_{D(\mathrm{sub})}\left(1.0, \operatorname{Re}_{p}\right)\right] \tag{12}
\end{align*}
$$

where $C_{D(\text { sub })}\left(1.0, \operatorname{Re}_{p}\right)$ represents the coefficient calculated using Eq. (8) with $M_{p}=1.0$, and $C_{D(\text { super })}\left(1.75, \mathrm{Re}_{p}\right)$ represents the coefficient obtained using Eq. (11) with $M_{p}=1.75$. The effect of temperature difference between particle and gas is considered in Eqs.
(8) and (11); however, in this simulation the temperatures of particle and flow are assumed to be the same throughout the calculation.

Other forces acting on a particle such as flow acceleration, added mass, Saffman lift force, and Brownian motion are well described in Ref. [14].
2.2 Modeling of Splat and Coating Formation for Cold Gas Dynamic Spray. The modeling of particle adhesion and deformation upon impact for cold gas dynamic spray is discussed by following models developed by Kurochkin et al. [19], Papyrin et al. [4], and Alkhimov et al. [20]. In a cold spray process, the adhesion of particle occurs when the particle adhesion energy is larger than the elastic energy at particle impact on cavity bottom. The particle adhesion and elastic energy normalized by the maximum adhesion energy $\left(E_{\text {ad }}\right)_{\max }$ can be expressed as follows [4].

Normalized adhesion energy

$$
\begin{equation*}
E_{\mathrm{ad}}^{*}=1-\exp \left\{-\nu t_{c} \exp \left(-\frac{E_{a}}{k T_{c}}\right)\right\} \tag{13}
\end{equation*}
$$

Normalized elastic energy

$$
\begin{equation*}
E_{\mathrm{el}}^{*}=\left(1-V_{m}\right) \frac{p_{d}^{2}}{E^{*}} V_{p} \frac{3}{2}\left(\frac{\rho_{p} v_{p}^{2}}{p_{d}}\right)^{3 / 4} \frac{1}{\left(E_{\mathrm{ad}}\right)_{\max }} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\left(E_{\mathrm{ad}}\right)_{\max } \approx \frac{\pi d_{p}^{2} N_{\sigma 0} E_{1}}{3\left(1-\epsilon_{p}\right)} \tag{15}
\end{equation*}
$$

The $\nu$ in Eq. (13) is the natural frequency of atoms in lattice and the value of $\nu=1 \times 10^{13} \mathrm{~Hz}$ is the characteristic value of this parameter independent of material [4,21]. The $t_{c}$ in Eq. (13) is the contact time of particle upon impact and given by $t_{c}=2 \epsilon_{p} d_{p} / v_{p}$ [4]. In this study, the activation energy $E_{a}$ was decided from the previous experimental result of adhesion probability [22]. The contact temperature $T_{c}$ can be formulated from the energy conservation before and after the impact. Using the ratio of kinetic energy consumed for particle heating $\eta(\eta=0.75), T_{c}$ can be given by the following relations. The rest of the particle kinetic energy is spent on thermal conduction into the substrate.

$$
T_{c}= \begin{cases}T_{p}+\frac{\eta}{2 c_{p}} \frac{v_{p}^{2}}{V_{z}} & \left(T_{c}<T_{m}\right)  \tag{16}\\ T_{m} & \\ T_{p}+\left(\frac{\eta}{2 c_{p}} \frac{v_{p}^{2}}{V_{z}}-\frac{H_{m}}{c_{p}}\right) & \left(T_{c}>T_{m}\right)\end{cases}
$$

where $V_{z}$ is the specific particle heating volume due to thermal conduction during the contact time [4] and given as

$$
\begin{equation*}
V_{z}=1-\left(1-\frac{\sqrt{\lambda_{p} t_{c}}}{h_{p}}\right)^{2} \tag{17}
\end{equation*}
$$

$V_{m}$ appeared in Eq. (14) represents the specific melting volume in a particle and can be estimated from the following equations.

$$
V_{m}= \begin{cases}0 & \left(T_{c}<T_{m}\right)  \tag{18}\\ \frac{1}{H_{m}}\left[\eta \frac{v_{p}^{2}}{2}-c_{p}\left(T_{m}-T_{p}\right) V_{z}\right] & \left(T_{c}=T_{m}\right) \\ V_{z} & \left(T_{c}>T_{m}\right)\end{cases}
$$

The physical properties used in the Eqs. (13)-(18) are summarized in Table 1.

In case of aluminum particle impacting on steel substrate, the configuration of splat, which attached particle forms can be approximated by parabolic profile as shown in Fig. 1. Then, by using the splat height $h_{p}$ and splat diameter $D_{s}$, the splat profiles can be described as

Table 1 Physical properties (aluminum and steel pair)

| Activation energy, $E_{a}$ |  |
| :--- | :---: |
| Stress at the rebounding moment, $p_{d}$ | $1.40 \times 10^{-19} \mathrm{~J}$ |
| Elasticity modulus, $E^{*}$ | 60 MPa |
| Maximum number of bonds per unit area, $N_{\sigma 0}$ | 57 GPa |
| Bonding energy between atoms, $E_{1}$ | $12 \times 10^{18} \mathrm{~m}^{-2}$ |
| Energy conversion ratio, $\eta$ | $0.6 \times 10^{-18} \mathrm{~J}$ |
| Melting point of Al, $T_{m}$ | 0.75 |
| Latent heat of melting of Al, $H_{m}$ | 934 K |
| Specific heat of Al, $c_{p}$ | $3.88 \times 10^{5} \mathrm{~J} / \mathrm{kg}$ |
| Density of Al, $\rho_{p}$ | $900 \mathrm{~J} /(\mathrm{kg} \mathrm{K})$ |

$$
\begin{equation*}
h=-\frac{4 h_{p}}{D_{s}^{2}} r^{2}+h_{p} \tag{19}
\end{equation*}
$$

Assuming the constant particle volume before and after splat formation, splat diameter is given by

$$
\begin{equation*}
D_{s}=\sqrt{\frac{4 d_{p}^{3}}{3 h_{p}}} \tag{20}
\end{equation*}
$$

From the relation of strain induced by particle impact $\epsilon_{p}=1$ $-h_{p} / d_{p}$, splat height is obtained as follows.

$$
\begin{equation*}
h_{p}=\left(1-\epsilon_{p}\right) d_{p} \tag{21}
\end{equation*}
$$

From the previous experiment of high speed aluminum particle impact at $400-1200 \mathrm{~m} / \mathrm{s}, \epsilon_{p}$ is formulated as [4]

$$
\begin{equation*}
\epsilon_{p}=\exp \left(-1.4 \frac{H_{p}}{\rho_{p} v_{p}^{2}}\right) \tag{22}
\end{equation*}
$$

$H_{p}$ in the above equation is the dynamic hardness and $H_{p}$ $=560 \mathrm{MPa}$.
In this above described splat formation model, particle adhesion, and elastic energy, splat profiles are all given as a function of particle impact velocity and diameter. In this computation, the adhesion energy and elastic energy are estimated form the calculated particle velocity just before the impact. When the adhesion energy is over the elastic energy, the splat profile is computed. Then, the coating is formed by adding up each splat profile $[9,10]$ obtained from Eq. (19).
2.3 Computational Domain and Conditions. Figures 2 and 3 show the schematic illustrations of powder jet deposition model for advanced dental treatment and cold gas spray model, respectively.
As shown in Fig. 2, the inner diameter of nozzle for dental treatment is 1.0 mm and nozzle-substrate distance is 1.7 mm . The configuration of installed cavity in the substrate is 1.0 mm in diameter and 0.5 mm in depth. The working gas is nitrogen with hydroxyapatite particle. The density of hydroxyapatite particle is $3.16 \mathrm{~g} / \mathrm{cm}^{3}$. The particles are injected in the axial direction at $z$ $=5 \mathrm{~mm}$. The computational conditions for the powder jet deposition process are given in Table 2. These conditions are taken from the experimental conditions.

The configuration of the supersonic nozzle for cold spray as


Fig. 1 Splat profile of aluminum particle impinging on a steel substrate


Fig. 2 Schematic Illustration of powder jet deposition system for advanced dental treatment: nozzle inner diameter is 1.0 mm and nozzle-substrate distance is 1.7 mm
shown in Fig. 3 is taken from the actual cold spray system (Dymet) manufactured in Russia. The separation distance between nozzle exit and substrate is 10 mm and particles are injected radially from the wall at $z=20 \mathrm{~mm}$. The particle and substrate materials are aluminum and steel, respectively. The computational conditions for the cold spray process taken from the experimental conditions are given in Table 3. Air is used as a working gas. The numerical study was conducted for cylindrical, spherical or conical shape cavities installed in the substrate. The center of nozzle and cavity are arranged on the same axis.

The initial conditions for a computation are pressure of 0.1 MPa and temperature of 300 K without flow. The structured rectangular grid is adopted and the number of grid points in $z$ and $r$ directions is 292 and 101 for cold spray computation and 180 and 99 for powder jet deposition computation, respectively. The computational grid is fine enough to capture both flow structure and particle trajectories. For coating simulation, grid points with the grid size of $5 \mu \mathrm{~m}$ are adopted on the surface of substrate to detect the particle impact location. The boundary conditions for thermofluid field are summarized below.


Fig. 3 Schematic illustration of cold gas dynamic spray system: nozzle inner diameters are 8.5 mm at the inlet, 2.5 mm at the throat, and 4.8 mm at the exit; nozzle-substrate distance is 10.0 mm

Table 2 Computational conditions for a powder jet deposition process

Working gas
Mass flow rate
Inlet cross-sectional area
Inlet stagnation temperature
Inlet stagnation pressure
Ambient gas pressure
Ambient gas temperature
Particle material
Substrate material

Nitrogen
$6.7 \times 10^{-4} \mathrm{~kg} / \mathrm{s}, 7.2 \times 10^{-4} \mathrm{~kg} / \mathrm{s}$
$7.9 \times 10^{-7} \mathrm{~m}^{2}$
300 K
$0.35,0.40 \mathrm{MPa}$
0.101 MPa

300 K
Hydroxyapatite
Glass

Table 3 Computational conditions for a cold gas dynamic spray process

| Working gas | Air |
| :--- | :---: |
| Mass flow rate | $4.1 \times 10^{-3} \mathrm{~kg} / \mathrm{s}, 4.9 \times 10^{-3} \mathrm{~kg} / \mathrm{s}$ |
| Inlet cross-sectional area | $5.7 \times 10^{-5} \mathrm{~m}^{2}$ |
| Inlet stagnation temperature | 600 K |
| Inlet stagnation pressure | $0.52,0.60 \mathrm{MPa}$ |
| Ambient gas pressure | 0.101 MPa |
| Ambient gas temperature | 300 K |
| Particle material | Aluminum |
| Substrate material | Steel |

Inlet boundary: $\quad \rho=\frac{\dot{m}}{u A_{\text {in }}}, \quad \frac{\gamma}{\gamma-1} \frac{p A_{\text {in }}}{\dot{m}} u+\frac{1}{2} u^{2}=\frac{\gamma}{\gamma-1} R T_{0}$,

$$
v=0, \frac{\partial p}{\partial z}=0
$$

Symmetric axis: $\frac{\partial \rho}{\partial r}=0, \quad \frac{\partial u}{\partial r}=0, \quad \frac{\partial p}{\partial r}=0$
Substrate and nozzle wall: $\frac{\partial \rho}{\partial n}=0, \quad u=v=0, \quad \frac{\partial T}{\partial n}=0$

$$
\text { Open boundary: } \frac{\partial \rho}{\partial n}=0, \quad \frac{\partial u}{\partial n}=\frac{\partial v}{\partial n}=0, \quad \frac{\partial T}{\partial n}=0
$$

The finite volume discretization for the governing Eqs. (1)-(3) is carried out in a general curvilinear coordinate system. The numerical flux for convective term is evaluated with the third-order MUSCL type TVD scheme [23]. The second-order central difference scheme is used for spatial derivatives of viscous term. As for time integration, lower upper symmetric Gauss Seidel (LU-SGS) method [24] coupled with Crank-Nicholson method and Newtonian iterative method is used. The convergence criterion for Newtonian iteration is the residual error of $5 \times 10^{-4}$. The time-steps are chosen to be 1.82 ns for cold spray process and $9.23 \times 10^{-2} \mathrm{~ns}$ for powder deposition process, respectively.

## 3 Experimental Measurement

Particle image velocimetry (PIV) was conducted for particulate microjet impacting on a flat glass substrate in powder jet deposition process. The operating pressure is 0.4 MPa and alumina particle with average size of $2 \mu \mathrm{~m}$ was used for PIV measurement. The laser sheet was formed by a Nd: YAG laser $(\lambda=532 \mathrm{~nm})$ light source through cylindrical lens. The time interval of laser pulses is $0.108 \mu \mathrm{~s}$ and the exposure time of high speed camera is $2.4 \mu \mathrm{~m}$. The number of pixels and spatial resolution of this high speed camera are $1280 \times 1024$ pixel and $2.4 \mu \mathrm{~m} /$ pixel, respectively.
For the evaluation of numerical model, static pressure distribution in the nozzle and the stagnation temperature on the surface of substrate for cold gas dynamic spray are measured by piezoresistive pressure sensor and thermocouple embedded in the substrate, respectively.

## 4 Results and Discussion

4.1 Cavity Filling Process With Powder Jet Deposition in Microscale. Figure 4 shows the axial evolutions of the particle velocities for 800 nm and $2 \mu \mathrm{~m}$ particle, respectively. The inlet stagnation pressure is 0.35 MPa . In the figure, gas velocity at the particle location is also shown. Even in a nozzle-substrate distance of 1.7 mm , the gas flow is accelerated due to underexpansion and the shock wave is induced in front of the cavity. The particle deceleration through the shock wave is mainly by viscous drag


Fig. 4 Axial evolutions of velocities of 800 nm and $2 \mu \mathrm{~m}$ particles
force [11,12]. Although particle velocity of 800 nm is higher than that of $2 \mu \mathrm{~m}$ in front of the shock wave due to its smaller inertia; deceleration through the shock wave is much larger for 800 nm particle compared with $2 \mu \mathrm{~m}$ particle. As a result, particle impact velocity of $2 \mu \mathrm{~m}$ particle is higher than that of 800 nm particle.
Figure 5 shows the relation between particle velocities and particle diameters in a microspace for the inlet stagnation pressure of 0.35 MPa . In the figure, particle velocity at nozzle exit and cavity bottom are denoted by open circles and closed circles, respectively. The deference between particle velocity at nozzle exit and cavity bottom for the same particle diameter is due to the deceleration by the shock wave as explained in Fig. 4. With decreasing particle diameter, particle is accelerated more at the nozzle exit. However, particles are largely decelerated by shock wave for smaller particles, which results in the decrease in particle impact velocity. The particle larger than $3 \mu \mathrm{~m}$ is not affected by the shock wave, then particle impacts the cavity bottom with keeping the velocity at nozzle exit. The highest impact velocity of $270 \mathrm{~m} / \mathrm{s}$ can be obtained at $2 \mu \mathrm{~m}$ in this powder jet deposition system.

Figures $6(a)$ and $6(b)$ show the laser sheet visualization of particle-laden jet and comparison of particle velocity with PIV measurement for the particle diameter of $2.0 \mu \mathrm{~m}$ and the inlet stagnation pressure of 0.4 MPa . The nozzle-substrate distance is 1.0 mm in the experiment and powder jet impinges on flat glass substrate without a cavity. The rebounding particles from the substrate are observed near the substrate in the lower part of the photo. From the PIV measurement, particles are decelerated by


Fig. 5 Dependence of particle size on particle velocities at nozzle exit and cavity bottom in microspace


Fig. 6 (a) Laser sheet visualization of particle-laden jet in powder jet deposition process and (b) comparison of computational particle velocity with PIV measurement result
shock wave at 0.7 mm from the nozzle exit. The numerically predicted location of shock wave is approximately 0.6 mm from the nozzle exit. The numerical result shows slightly higher particle velocity. However, there is a reasonably good agreement between numerical and experimental results. Thus, the validity of this numerical computation is verified for in-flight particle behavior in the powder jet deposition process. This experiment was carried out under relatively high particle loading condition for clear observation of in-flight particles. The discrepancy between the numerical and experimental result may come from the influence of high particles loading on the gas flow and also the particle collisions, which are not considered in this computation.
4.2 Cavity Filling Process With Cold Gas Dynamic Spray in Macroscale. Figures 7(a)-7(c) show particle trajectories of 800 $\mathrm{nm}, 5 \mu \mathrm{~m}$, and $10 \mu \mathrm{~m}$ for threee different cylindrical cavities installed in the substrate. The inlet stagnation pressure is 0.6 MPa . Two dimensional distributions of flow Mach number are also shown in the figures for each case. The diameters of each cavity are (a) 0.5 , (b) 1.0 , and (c) 1.5 times of nozzle exit diameter and the depth of cavities are 5.0 mm for all cases. The nozzle exit diameter is 4.8 mm in this device. The location of the shock wave strongly depends on jet-cavity configuration. In the case of $d_{\text {cav }} / d_{\text {noz }}=0.5$, normal shock wave covers the cavity because the jet-core diameter is over the cavity diameter, and then jet cannot flow into the cylindrical cavity. On the other hand, at $d_{\text {cav }} / d_{\text {noz }}$ $=1.0$ and 1.5 , the cavity diameter is large enough and shock wave appears inside the cavity. As cavity diameter increases, shock wave location approaches toward the cavity bottom as shown in Figs. $7(b)$ and $7(c)$. When the jet flows into the cavity, the flowing out gas from the cavity induces strong secondary back flow along the cavity wall. This back flow jet creates strong shear layer and supersonic jet oscillates by the interaction with shear layer. There exists the strongest back flow jet near the edge for $d_{\text {cav }} / d_{\text {noz }}$ $=1.0$.

For $5 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$ particles, particles fly straight into cavity bottom with penetrating shock wave due to their large inertia. On the other hand, the flight trajectory of 800 nm particle is deflected by shock wave. Especially in the case of $d_{\text {cav }} / d_{\text {noz }}=0.5$, 800 nm , the particle is captured by a strong vortex in the cavity and circulates without impacting the cavity bottom.

Figure 8 shows the particle impact velocities for various particle diameters for $d_{\text {cav }} / d_{\text {noz }}=0.5,1.0$, and 1.5 under the inlet stagnation pressure of 0.6 MPa . The computed particle impact velocity for flat substrate is also shown in the figure for comparison. Moreover, the critical velocity obtained from the relation between $E_{\text {ad }}^{*}$ and $E_{\text {el }}^{*}$ is also shown in this figure. The optimum particle size exists for maximum particle impact velocity. Particle impact velocity decreases drastically for smaller particle resulting from strong deceleration by viscous drag behind the shock wave. With


Fig. 7 Particle trajectories and Mach number distributions for (a) $d_{\text {cav }} / d_{\text {noz }}=0.5$, (b) 1.0 , and (c) 1.5
increasing cavity diameter, higher particle impact velocity can be obtained for all particle sizes. This is because the shock wave location shifts toward the cavity bottom for larger cavity diameter as shown in Fig. 7. Therefore, the decelerating region behind the shock wave decreases and particle deceleration can be suppressed before the impact. For $d_{\text {cav }} / d_{\text {noz }}=1.5$, obtained particle impact velocities are almost the same with flat substrate. It was found from this result that a particle impact velocity is not affected by a cavity configuration for a cavity with diameter 1.5 times larger than a


Fig. 8 Particle impact velocities as a function of particle diameter for $d_{\text {cav }} / d_{\text {noz }}=0.5,1.0$, and 1.5
nozzle diameter.
The critical velocity decreases with particle diameter. The minimum particle size for deposition decreases with enlarging cavity diameter. Particles larger than $23 \mu \mathrm{~m}$ deposit on the substrate when $d_{\text {cav }} / d_{\text {noz }}=1.5$.

Figure $9(a)$ shows the particle impact velocities and impact position at the cavity bottom and Fig. 9(b) shows the created coating profile in case of $d_{\text {cav }} / d_{\text {noz }}=0.5$. The results for $d_{\text {cav }} / d_{\text {noz }}=1.5$ are also shown in Fig. 10. In order to simulate the coating process, 2000 sample particles with size distribution are introduced. In the experiment, the average particle size was measured to be $27 \mu \mathrm{~m}$ with a laser scattering particle analyzer. Therefore, the size distribution of particles follows truncated normal distribution with average diameter of $25 \mu \mathrm{~m}$ at standard deviation


Fig. 9 (a) Particle impact velocities and impact positions and (b) created coating profile for $d_{\text {cav }} / d_{\text {noz }}=0.5$


Fig. 10 (a) Particle impact velocities and impact positions and (b) created coating profile for $d_{\text {cav }} / d_{\text {noz }}=1.5$


Fig. 11 Comparison with experimental results for (a) static pressure and (b) static temperature
of 8.0 by referring particles used in this experiment. The maximum and minimum particle sizes are $42 \mu \mathrm{~m}$ and $9 \mu \mathrm{~m}$, respectively. Comparing with the case of $d_{\text {cav }} / d_{\mathrm{noz}}=0.5$, radially wider coating can be formed at $d_{\text {cav }} / d_{\text {noz }}=1.5$. As observed from Fig. 10, for particles impacting at the radial position larger than 1.0 mm , particle impact velocity decreases toward the cavity side wall. Because the kinetic energy of impacting particle is not large enough for adhesion, coating is not formed near the cavity side wall.

In order to evaluate the validity of the numerical model, experiment has been performed with the conventional cold spray system. The inlet pressure and temperature are 0.52 MPa and 600 K , respectively, in this experiment.

Figures $11(a)$ and $11(b)$ show the comparison of wall static pressure distribution in the nozzle and gas temperature at the center of flat substrate. $z=0 \mathrm{~mm}$ corresponds to the nozzle inlet as shown in Fig. 3. The numerical results agree qualitatively well with measured results for static pressure and temperature. As shown in Fig. 12, the numerical total pressures are larger than experimental results for all cavity diameters. The numerical computation underestimates pressure loss in this process. Neglecting the mixing of particle carrier gas flow in the nozzle could be one of the reasons for the underestimation of pressure loss.

Cavity filling process has been experimentally carried out utilizing conventional cold spray system. Figures $13(a)-13(c)$ and Figs. 14(a) and $14(b)$ show cross-sectional photo of cylindrical cavities after 20 s of spraying. For clear understanding of the cavity filling process, computed gas velocity field at the beginning of spray and gas velocity fields with considering the created deposition profiles are shown in Figs. 13 and 14, respectively. At $d_{\text {cav }} / d_{\text {noz }}=0.5$, coating was formed only at the tip of the cavity


Fig. 12 Comparison with experimental results for total pressure on flat plate or at cavity bottom


Fig. 13 Cross-sectional photos of cylindrical cavities with computed gas velocity vectors at the beginning of spray (a) $d_{\mathrm{cav}} / d_{\mathrm{noz}}=0.5$, (b) 1.0, and (c) 1.5
and cavity was not filled at all. As found from velocity vector profile in Fig. 13(a), gas velocity inside the cavity is very low since the shock wave covers up the cavity completely. Then, particles are decelerated inside the cavity and rebound at the cavity bottom due to insufficient kinetic energy for adhesion. With increasing cavity diameter as shown in Fig. 13(b) and 13(c), conical


Fig. 14 Cross-sectional photos of cylindrical cavities after 20 s of spraying (a) $d_{\text {cav }} / d_{\text {noz }}=1.0$ and (b) 1.5: pictures are shown with computed gas velocity vectors after coating formation
deposition was created inside the cavity and the cavity cannot be filled completely for both cavities. According to the velocity vector profile shown in the figure, strong secondary back flow appears along the cavity side wall at the beginning of spray due to flowing out gas from the cavity. Particles flying near the cavity side wall cannot deposit on the bottom because of the deceleration by the strong secondary back flow jet. After the deposition as shown in Figs. 14, shock wave covers up the cavity for $d_{\text {cav }} / d_{\text {noz }}=1.0$. For $d_{\text {cav }} / d_{\text {noz }}=1.5$, a vortex appears near the side wall and particles are decelerated by this vortex. These results qualitatively agree well with the computational results as explained in Figs. 9 and 10.

Figures $15(a)$ and $15(b)$ show cross-sectional photos of spherical and conical cavity, respectively. The diameter of both spherical and conical cavity is 1.5 times of nozzle exit diameter. The depth of spherical cavity is 5 mm and the conical angle of conical cavity is 90 deg. The velocity vector fields at the beginning of spray are also shown in the figure. In the case of spherical cavity, secondary back flow jet also exists along the cavity side wall at the beginning of deposition process and cavity was not filled up. On the other hand in the case of conical cavity, the secondary back flow is suppressed as shown in the figure because gas flows out along the inclined cavity side wall. By adopting the conical cavity, cavity can be filled up completely.

## 5 Conclusions

Time-dependent and realistic computational simulations on cavity filling process by cold gas dynamic spray and powder jet deposition process ranging from microscale to macroscale were


Fig. 15 Cross-sectional photos of cavities after 20 s of spraying: (a) spherical cavity and (b) conical cavity; pictures are shown with computed gas velocity vectors at the beginning of spray
carried out in order to give an insight for their high performance advanced applications to joining, crack repair and dental treatment. The obtained results are summarized as follows.
(1) In a powder jet deposition process in a microscale, shock wave appears in front of the substrate due to underexpansion of jet. Optimal particle diameter for maximum impact velocity exists. For particles below the optimal value, particle impact velocity decreases drastically for smaller particle size resulting from deceleration by drag force behind shock wave.
(2) The location of the shock wave depends on the relation between jet-core diameter and cavity diameter. When jetcore diameter is larger than cavity diameter, shock wave covers up the cavity completely. On the other hand if jetcore diameter is smaller than cavity diameter, shock wave appears inside the cavity and its location penetrates toward the cavity bottom with increasing cavity diameter.
(3) Cavity filling process in a macroscale has been carried out with conventional cold gas dynamic spray system for a cylindrical cavity configuration. When the shock wave covers up the cavity, cavity cannot be filled at all. Under the condition of shock wave appearing inside the cavity, conical deposition is formed in the cavity attributed to the particle deceleration by strong secondary back flow jet along the cavity side wall.
(4) By adopting conical cavity with conical angle of 90 deg and diameter of 1.5 times of nozzle diameter, cavity can be filled up completely resulting from the suppression of secondary back flow jet along the cavity side wall in the conventional cold gas dynamic spray process.
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## Nomenclature

$A_{\text {in }}=$ Inlet cross-sectional area $\left(\mathrm{m}^{2}\right)$
$C_{D}=$ drag coefficient
$d_{p}=$ particle diameter (m)
$D_{s}=$ splat diameter (m)
$e=$ stagnation internal energy per unit volume ( $\mathrm{J} / \mathrm{m}^{3}$ )
$E_{1}=$ bonding energy between atoms (J)

| $E_{\mathrm{ad}}^{*}$ | $=$ normalized adhesion energy |
| ---: | :--- |
| $E_{\mathrm{el}}^{*}$ | $=$ normalized elastic energy |
| $\boldsymbol{F}$ | $=$ force vector $(\mathrm{N})$ |
| $h_{p}$ | $=$ splat height $(\mathrm{m})$ |
| $H_{m}$ | $=$ particle latent heat of melting $(\mathrm{J} / \mathrm{kg})$ |
| $m_{f}$ | $=$ fluid mass $(\mathrm{kg})$ |
| $m_{p}$ | $=$ particle mass $(\mathrm{kg})$ |
| $M_{p}$ | $=$ particle Mach number |
| $\boldsymbol{n}$ | $=$ normal direction |
| $N_{\sigma 0}$ | $=$ Maximum number of bonds per unit area |
|  | $\left(\mathrm{m}^{-2}\right)$ |
| $p$ | $=$ static gas pressure (Pa) |
| $p_{d}$ | $=$ stress at the rebounding moment $(\mathrm{Pa})$ |
| $r$ | $=$ radius $(\mathrm{m})$ |
| $r_{p}$ | $=$ particle radius (m) |
| $R$ | $=$ gas constant $(\mathrm{J} /(\mathrm{kg} \mathrm{K}))$ |
| $\mathrm{Re}_{p}$ | $=$ particle Reynolds number |
| $t$ | $=$ time $(\mathrm{s})$ |
| $T$ | $=$ static gas temperature $(\mathrm{K})$ |
| $t_{c}$ | $=$ particle contact time at impact $(\mathrm{s})$ |
| $T_{c}$ | $=$ particle contact temperature $(\mathrm{K})$ |
| $T_{m}$ | $=$ particle melting temperature $(\mathrm{K})$ |
| $\boldsymbol{u}_{f}$ | $=$ gas velocity vector $(\mathrm{m} / \mathrm{s})$ |
| $\boldsymbol{u}_{p}$ | $=$ particle velocity vector $(\mathrm{m} / \mathrm{s})$ |
| $v_{p}$ | $=$ particle impact velocity $(\mathrm{m} / \mathrm{s})$ |
| $v_{p_{\text {in }}}$ | $=$ particle injection velocity $(\mathrm{m} / \mathrm{s})$ |
| $V_{m}$ | $=$ specific particle melting volume at impact |
| $V_{z}$ | $=$ specific particle heating volume at impact |
| $x_{p}$ | $=$ particle position $(\mathrm{m})$ |
| $z$ | $=$ axis $(\mathrm{m})$ |

## Greek Symbols

$\gamma=$ specific heat ratio
$\epsilon_{p}=$ particle strain at impact
$\lambda_{f}=$ thermal conductivity of gas (W/(m K))
$\lambda_{p}=$ thermal conductivity of particle $(\mathrm{W} /(\mathrm{m} \mathrm{K})$ )
$\mu=$ viscous coefficient (Pa s)
$\nu=$ frequency of natural oscillations of atoms in lattice (Hz)
$\rho=$ flow density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$
$\rho_{\underline{\underline{p}}}=$ particle density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$
$\overline{\bar{\tau}}=$ viscosity stress tensor (Pa)
$\Phi=$ viscous dissipation $\left(\mathrm{W} / \mathrm{m}^{3}\right)$
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# Thermodynamic Effect on a Cavitating Inducer-Part I: Geometrical Similarity of Leading Edge Cavities and Cavitation Instabilities 


#### Abstract

The thermodynamic effect on a cavitating inducer is investigated from joint experiments in cold water and Refrigerant 114. The analysis is focused on leading edge cavitation and cavitation instabilities, especially on alternate blade cavitation and supersynchronous rotating cavitation. The cavity length along cylindrical cuts at different radii between the hub and casing is analyzed with respect to the local cavitation number and angle of attack. The similarity in shape of the cavity closure line between water and R114 is examined and deviation caused by thermodynamic effect is clarified. The influence of rotation speed on cavity length is investigated in both fluids and analyzed on the basis of a comparison of characteristic times, namely, the transit time and a thermal time. Thermodynamic delay in the development of leading edge cavities is determined and temperature depressions within the cavities are estimated. Thresholds for the onset of cavitation instabilities are determined for both fluids. The occurrence of cavitation instabilities is discussed with respect to the extent of leading edge cavitation. The thermodynamic delay affecting the occurrence of cavitation instabilities is estimated and compared with the delay on cavity development. [DOI: 10.1115/1.4001006]


## 1 Introduction

The effect of fluid properties on thermal aspects of cavitation has been the subject of various investigations. It is well-known that a more or less important thermal delay in the development of cavitation can occur according to the fluid nature. It is almost zero in water at ambient temperature, but can be quite significant in other fluids such as cryogenic liquids, refrigerant liquids, or hot water.

As a whole, the physics of thermodynamic effect is well understood. Billet and co-workers [1,2] made clear that vapor is continuously entrained by the liquid flow at the rear of the cavitating region, and that an equivalent quantity of liquid changes to vapor to counterbalance this loss and ensure a stable extent of cavitation on an average. Liquid vaporization goes with a temperature drop because of the latent heat of vaporization, which is extracted to the two-phase region, whose temperature necessarily falls.

Though the phenomenology of thermodynamic effect is well documented, the quantitative prediction of temperature drop for a given industrial application remains a challenging problem. Among the most difficult parameters to evaluate, let us mention for instance the flowrate of vapor entrained in the closure region of a cavity, the heat transfer coefficient at the liquid/vapor interface, or the void fraction in the cavitating region, which all influence the phenomenon.

In the case of rocket engine inducers considered in the present work, several characteristics can be affected by thermodynamic effect as the performance of the pump, the extent of leading edge cavitation, and the tip leakage cavitation or the onset and desinence of cavitation instabilities. A major problem is the pre-

[^12]diction of the delays caused by thermal effects to each of these phenomena and the comparative analysis of all of them.

Thermodynamic effect on cavitation performance and cavitation instabilities on a three-bladed inducer was experimentally investigated by Yoshida and co-workers [3-7] in liquid nitrogen. The length of the tip cavitation was determined from wall pressure measurements on the casing. The authors found that thermodynamic effect increases with cavity length. They noticed that thermodynamic effect suppresses cavitation surge observed in cold water. As for synchronous rotating cavitation, they reported that this regime occurs for a critical cavity length of the order of $80 \%$ of blade spacing. Cavitation instabilities were also investigated by Cervone and co-workers [8-10] on different inducers using various techniques, and in particular, visualizations by a high-speed camera. Let us also mention the observations on rotating cavitation and cavitation surge conducted by Zoladz [11] during the development of the Fastrac engine turbopump at NASA.
The thermodynamic effect on cavitating inducers was also investigated numerically (e.g., Refs. 12-16. Watanabe et al. [12,13]) developed a semianalytic model using a singularity method coupled with a heat transfer model at the cavity interface to analyze thermodynamic effects on a partially cavitating flat plate cascade. They conducted both a steady and an unsteady modeling for the analysis of mean cavity length and cavitation instabilities. Hosangadi et al. [14] developed an advanced compressible, multiphase computational fluid dynamics tool that accounts for energy balance to simulate the cavitating flow in liquid rocket turbomachinery working with cryogenic fluids. They compared the performance of a flat plate inducer in liquid hydrogen and water, and showed in particular that thermal effects result in a more gradual breakdown of head in liquid hydrogen compared with cold water. Let us also mention the simulation methods based on the use of a barotropic equation of state for the liquid-vapor mixture [15,16], which can include thermodynamic effects.
The present work, which completes an earlier work [17], is an experimental investigation of the thermodynamic effect on a four-


Fig. 1 Characteristic time $\tau^{*}$ of water, R114, liquid oxygen, and liquid hydrogen as a function of temperature
bladed cavitating inducer. It is focused on leading edge cavitation, which is investigated jointly in cold water and Refrigerant 114. Thermal delays on the development of leading edge cavitation and the occurrence of cavitation instabilities are compared. Temperature depressions within the cavities are estimated.

## 2 Experimental Facility and Procedure

Two sets of experiments were conducted on the experimental facilities of CREMHYG. ${ }^{1}$ Reference tests without thermodynamic effect were carried out on a water facility at room temperature. The four-bladed inducer was operated at nominal flowrate principally and at various rotational speeds. Cavitation tests consisted in a step-by-step pressure reduction from noncavitating conditions to performance breakdown. Several pressure transducers were mounted on the casing for the detection of cavitation instabilities, especially alternate blade cavitation and supersynchronous rotating cavitation. The onset of cavitation instabilities in terms of cavitation number was determined from the emergence of the corresponding frequency in the pressure fluctuation spectrum. A special attention was paid to the development of leading edge cavities, and photographs were systematically taken and analyzed in order to determine the evolution of cavity length with cavitation number at different radii from hub to casing.

A second set of experiments was conducted on a cavitation loop, working with Refrigerant 114 as test fluid [17]. The same inducer was tested using similar experimental procedures. The fluid temperature was varied between $20^{\circ} \mathrm{C}$ and $40^{\circ} \mathrm{C}$ in order to change the magnitude of the thermodynamic effect and investigate its influence. For a brief comparison with other fluids, let us mention that the vapor pressure of R114 increases from about 1.8 bars to 3.4 bars between $20^{\circ} \mathrm{C}$ and $40^{\circ} \mathrm{C}$. At the midtemperature of $30^{\circ} \mathrm{C}$, the density of R114 is $1440 \mathrm{~kg} / \mathrm{m}^{3}$, its kinematic viscosity $0.25 \times 10^{-6} \mathrm{~m}^{2} / \mathrm{s}$ and its surface tension $0.010 \mathrm{~N} / \mathrm{m}$. The thermodynamic properties of R114 present similarities with that of liquid hydrogen used for the industrial application, but is definitely much easier to handle with regard to security requirements. As an example, the temperature drop $\Delta T^{*}$, often considered as an estimate of the thermodynamic effect in cavitation, is 1.20 K for R 114 at $20^{\circ} \mathrm{C}$. It is close to that of liquid hydrogen at 22.2 K , which is 1.25 K and much larger than that of water at $20^{\circ} \mathrm{C}$, which is only 0.01 K . The similarity between R114 and LH2 is confirmed on Fig. 1 on the basis of another related parameter $\tau^{*}$ (Eq. (7)) measured in time units. R114 actually proved to be quite appropriate for the investigation of thermal effects on cavitation and leads to substantial delays in cavitation development.

Cavitation tests in R114 were generally ended when vapor forms in the inlet duct, which does not happen in water. This is to

[^13]avoid dangerous vibrations generated by the transit of vapor pockets through the inducer. The performance of the machine does not generally drop much since the degree of two-phase breeding is kept limited.

R114 is known to be able to dissolve a quite significant amount of air. In order to limit the effect of air relief during cavitation tests, which otherwise would interfere with the formation of vapor, a special device was developed to degas the fluid before testing. The partial pressure of oxygen, measured by an Orbisphere dissolved oxygen analyzer, drops very significantly during degassing (from typically 15 mbars to 0.6 mbar ). It is difficult to know accurately the total air content in R114 because of the lack of data on the solubility of $\mathrm{O}_{2}$ and $\mathrm{N}_{2}$ in $\mathrm{C}_{2} \mathrm{Cl}_{2} \mathrm{~F}_{4}$. Using estimations of Henry's constants, we could estimate the total air content in R114 to be of the order of a few ppm. In the case of water tests, the water was also degassed by operating the facility for a sufficient time under cavitating conditions, and the measured air content was reduced to typically 4 ppm .

## 3 Theoretical Background

The driving term for the growth of a cavitation bubble is the pressure difference $p_{v}-p_{\min }$, where $p_{\min }$ is the minimum pressure in the original noncavitating flow. If $p_{\min }$ is smaller than $p_{v}$, the bubble will grow.

Vapor pressure has to be evaluated at the actual cavity temperature $T_{c}$, which is smaller than the liquid temperature at infinity $T_{\infty}$. The real driving term is then $p_{v}\left(T_{c}\right)-p_{\text {min }}$. It is smaller than $p_{v}\left(T_{\infty}\right)-p_{\text {min }}$ so that cavitation development is reduced by thermal effects, as shown experimentally.
The difference in vapor pressure $\Delta p_{v}=p_{v}\left(T_{\infty}\right)-p_{v}\left(T_{c}\right)$ is an indicator of the thermodynamic effect. If it is negligible with respect to $p_{v}\left(T_{\infty}\right)-p_{\min }$, thermal effects will have a minor influence. The condition for negligible thermodynamic effect is then

$$
\begin{equation*}
\Delta p_{v}=\frac{d p_{v}}{d T} \Delta T \ll p_{v}\left(T_{\infty}\right)-p_{\min } \tag{1}
\end{equation*}
$$

Temperature depression in a growing bubble $\Delta T$ can be estimated from the heat balance of the bubble. Assuming that the heat flux required for phase change is conveyed to the bubble interface by convection [19], the temperature depression $\Delta T$ necessary to get the appropriate heat flux for the growth of the bubble at rate $\dot{R}$ is

$$
\begin{equation*}
\Delta T=\frac{\rho_{v} L}{h} \dot{R} \tag{2}
\end{equation*}
$$

Using this estimate of temperature depression, condition (1) for negligible thermal effects becomes

$$
\begin{equation*}
\frac{1}{\mathrm{Nu}} \frac{\Delta p_{v}^{*}}{\rho_{\ell} \alpha_{\ell}} \frac{\dot{R} D}{V^{2}} \ll \frac{-C_{p \min }-\sigma_{v}}{2} \tag{3}
\end{equation*}
$$

The nondimensional numbers, which appear in this equation are the usual Nusselt number $\mathrm{Nu}=h D / \lambda_{\ell}$ based on a characteristic dimension of the flow $D$ (typically the inducer diameter), minimum pressure coefficient $C_{p \min }$, and conventional cavitation number based on vapor pressure at temperature $T_{\infty}$.
Although thermal effects tend to reduce the bubble growth rate, a first order of magnitude can be obtained on the basis of the classical asymptotic growth rate without thermodynamic effect (see, e.g., Ref. [20])

$$
\begin{equation*}
\dot{R} \approx \sqrt{\frac{2\left(p_{v}-p_{\infty}\right)}{3 \rho_{\ell}}} \tag{4}
\end{equation*}
$$

whose corresponding nondimensional form is

Table 1 Typical orders of magnitude of the transit and thermal times for cold water and Refrigerant 114 at $20^{\circ} \mathrm{C}$, and for a characteristic length $D \cong 0.1 \mathrm{~m}$ and a characteristic velocity $V$ $\cong 30 \mathrm{~m} / \mathrm{s}(\tau \cong 3 \mathrm{~ms})$

|  | Cold water | R114 at $20^{\circ} \mathrm{C}$ |
| :--- | :---: | :---: |
| $\tau^{*}$ (s) | $10^{-4}$ | $10^{-8}$ |
| Pr (Prandtl number) | 7 | 5.5 |
| Re (Reynolds number) | $3.0 \times 10^{6}$ | $1.2 \times 10^{7}$ |
| Nu (Nusselt number) | $6.7 \times 10^{3}$ | $1.8 \times 10^{4}$ |
| $\tau_{T}$ (s) | 0.67 | $1.8 \times 10^{-4}$ |
| $\tau / \tau_{T}$ | $4.5 \times 10^{-3}$ | 17 |

$$
\begin{equation*}
\dot{\bar{R}}=\frac{\dot{R}}{V} \approx \frac{1}{\sqrt{3}} \sqrt{-C_{p \min }-\sigma_{v}} \tag{5}
\end{equation*}
$$

The bubble growth rate appears to be proportional to flow velocity in a first approach.

The introduction of this first order evaluation of bubble growth rate in Eq. (3) leads to the following approximate condition for negligible thermodynamic effect:

$$
\begin{equation*}
\frac{1}{\mathrm{Nu}} \frac{\Delta p_{v}^{*}}{\rho_{\ell} \alpha_{\ell}} \frac{D}{V} \ll \frac{\sqrt{3}}{2} \sqrt{-C_{p \text { min }}-\sigma_{v}} \tag{6}
\end{equation*}
$$

Parameter $\tau=D / V$ is the transit time. The group of parameters

$$
\begin{equation*}
\tau^{*}=\frac{\rho_{\ell} \alpha_{\ell}}{\Delta p_{v}^{*}} \tag{7}
\end{equation*}
$$

is also in time unit. It depends only upon the fluid properties and is connected to Brennen's $\Sigma$ parameter [21,22] by relation $\tau^{*}$ $=\sqrt{\alpha_{\ell}} / \Sigma$. Characteristic time $\tau^{*}$ was used previously by Bonnin [23,24]. Figure 1 gives the value of $\tau^{*}$ for a few typical fluids of practical interest in this work. At room temperature, R114 appears to have similar values for parameter $\tau^{*}$ than liquid hydrogen. The characteristic time $\tau_{T}=\mathrm{Nu} \tau^{*}$, which appears in Eq. (6) can be considered as a thermal time since it contains the information on heat transfer at the interface via the Nusselt number. It plays a major role in thermodynamic effect as explained below.

In practice, it is difficult to make a quantitative use of Eq. (6) to predict the importance of thermodynamic effect since the Nusselt number, which concentrates the information on heat transfer at cavity interface, is unknown. This is a difficult problem and no reliable correlation for the Nusselt number is presently available for cavitating flows, although estimates can be obtained (see, for instance, Refs. [25], [26], and [19]).

Nevertheless, Eq. (6) is used here as a guideline for the interpretation of experimental results. The following two principles should be kept in mind. (i) The influence of fluid nature is basically included in the characteristic time $\tau^{*}$, and (ii) the amplitude of the thermodynamic effect depends upon the ratio $\tau / \tau_{T}$ of the transit time to the thermal time. The larger this ratio, the larger the thermodynamic effect. These rules give a basis used later for interpreting the effect of various parameters, such as fluid properties and flow velocity, on thermal cavitation.

Let us evaluate typical orders of magnitude of the previous characteristic times. Assume $D \cong 0.1 \mathrm{~m}, V \cong 30 \mathrm{~m} / \mathrm{s}$, and then a transit time $\tau \cong 3 \mathrm{~ms}$. In a preliminary approach, the Nusselt number is estimated using the classical Colburn's correlation Nu $=0.023 \mathrm{Re}^{0.8} \mathrm{Pr}^{1 / 3}$, whose applicability to cavitating flows remains an open question. Table 1 presents typical values of the thermal time $\tau_{T}$ compared with the transit time $\tau$ for cold water and R114. The ratio $\tau / \tau_{T}$ appears quite small in cold water, but much larger in R114. This confirms negligible thermal effects in water, but significant thermal effects in R114.

Let us observe that Eq. (2) takes the following nondimensional form:


Fig. 2 Cavity length versus inducer cavitation number $\sigma_{v}$ at three different radii, r1, r2, and r3, from hub to casing visible on Fig. 6 (water, nominal flowrate)

$$
\begin{equation*}
B=\frac{\operatorname{Re} \operatorname{Pr}}{\mathrm{Nu}} \dot{\bar{R}} \tag{8}
\end{equation*}
$$

## 4 Cavity Length Without Thermodynamic Effect

In a preliminary analysis, the evolution of the cavity length with radius $r$ from hub to casing has been investigated. As seen on Fig. 6(b), the leading edge cavity becomes longer near the blade tip before merging with the tip vortex cavitation. This trend is shown quantitatively on Fig. 2, which presents curves $\ell(\sigma)$ at three different radii (see grid on Fig. 6 for the location of corresponding cylindrical sections). It is analyzed below on the basis of a simplified 2D approach.

The cavitation number used in Fig. 2 is the standard inducer cavitation number defined by

$$
\begin{equation*}
\sigma_{v}=\frac{p_{u}-p_{v}}{\rho_{\ell} \omega^{2} R^{2}} \tag{9}
\end{equation*}
$$

where $R$ is the inducer tip radius chosen as reference length and $\omega R$ is the inducer tip velocity.

In the framework of a 2D approach, it is important to observe that the relative velocity of the fluid in a cylindrical section of the machine at radius $r$ is of the order $\omega r$ and not $\omega R$. Following Brennen [21] and assuming that upstream pressure is uniform, a local cavitation number based on that particular velocity and then relevant of cavitation development in that particular section is defined by

$$
\begin{equation*}
\sigma(r)=\frac{p_{u}-p_{v}}{\rho_{\ell} \omega^{2} r^{2}} \tag{10}
\end{equation*}
$$

Both cavitation numbers are connected by the following equation:

$$
\begin{equation*}
\sigma(r)=\sigma_{v}\left(\frac{R}{r}\right)^{2} \tag{11}
\end{equation*}
$$

The local cavitation number $\sigma(r)$ decreases from hub to casing and matches with the inducer cavitation number at the tip. This decrease in cavitation number partly explains the increase in cavity length with radial position.

In addition to the change in cavitation number, the angle of attack also changes with radius because of changes in blade and flow angle. Taking into account both effects, the actual angle of attack $\alpha$ can easily be computed from the inlet velocity triangle. The change in angle of attack is the second reason for changes in the radial distribution of the cavity length. Let us observe that the present way of estimating the angle of attack is based on a simple two-dimensional approach, which does not take into account the detailed geometry of the leading edge such as backsweep.


Fig. 3 Cavity length versus ratio $\sigma(r) / \alpha$ of local cavitation number to angle of attack at three different radii from hub to casing (same data as Fig. 2)

In accordance with the linearized theory of cavity flows, a decrease in the angle of attack is, to some extent, equivalent to an increase in the cavitation number, and both effects can be simultaneously accounted for by considering the ratio $\sigma(r) / \alpha$. Figure 3 shows that the consideration of this parameter actually leads to a satisfactory grouping of curves $\ell(\sigma)$ originally presented in Fig. 2.

Moreover, the evolution of cavity length with $\sigma(r) / \alpha$ is compared with that given by the linearized theory in the reference case of an isolated flat plate hydrofoil (see for instance Ref. [22]). For partial cavities much smaller than the chord length, cavity length follows the classical law

$$
\begin{equation*}
\ell \propto\left(\frac{\sigma}{\alpha}\right)^{-2} \tag{12}
\end{equation*}
$$

Figure 4 shows that, in the inducer case, the cavity length follows an almost linear relationship with this new parameter. This trend has been observed for various operating conditions, including small variations of flowrate of $\pm 10 \%$ near design.
It is concluded that the development of blade cavitation in the central part of the inducer investigated here is in reasonable agreement with conventional results. A more detailed analysis, out of the scope of the present work, would require numerical computations on the actual inducer geometry. The influence of thermodynamic effect on this basic radial evolution is examined in Sec. 6 from test results in R114.

## 5 Influence of Rotation Speed on Cavity Length

The influence of rotation speed is remarkably different with and without thermodynamic effect, as shown on Fig. 5. For water, there is almost no influence of rotation speed on curves $\ell(\sigma)$ in the range investigated here. The minor influence of the Reynolds


Fig. 4 Cavity length versus $[\sigma(r) / \alpha]^{-2}$ at three different radii from hub to casing (same data as Fig. 2)


Fig. 5 Influence of rotation speed on cavity length for water and R114 at $20^{\circ} \mathrm{C}$. Data are relative to nominal flowrate and cavity length is measured along medium radius r 2 .
number on cavity length is a common result, which has been obtained in particular on isolated hydrofoils in water tunnels.

This is no longer the case for R114, and Fig. 5 clearly indicates that the cavity length increases very significantly with rotation speed. The influence of flow velocity is easily understandable on the basis of the theoretical approach presented in Sec 3.

Transit time $\tau$ obviously varies like $V^{-1}$. On the other hand, assuming a dependency of the Nusselt number with Reynolds number, similar to the one given by usual correlations on classical convective heat transfer on a wall without phase change, i.e., with $\operatorname{Re}^{0.8}$, the thermal time varies like $V^{0.8}$. The ratio $\tau / \tau_{T}$, which is an indicator of the thermodynamic effect, should vary like $V^{-1.8}$. Consequently, thermodynamic effect is expected to decrease quite significantly when flow velocity increases. This explains qualitatively the lengthening of cavity with flow velocity, or more precisely, the deficit in shortening. The assumption that heat transfer in a cavitating flow follows the usual trend of classical convection, typically Colburn's correlation, is supported by the work of Fruman and co-workers [25,26], although not yet fully validated.

A previous discussion was focused on the analysis of the influence of rotation speed on cavity length at a constant cavitation number, i.e., along a vertical line on Fig. 5. It is also possible, from Fig. 5, to investigate the influence of rotation speed on the cavitation number along a horizontal line, i.e., for a similar development of cavitation. This allows an analysis of the effect of rotation speed on the B-factor. In a previous investigation, Franc and co-workers [17] showed that their experimental data do not exhibit any clear influence of the inducer rotation speed on the B-factor. Their analysis, based upon the same assumption of applicability of Colburn's type correlation to cavitating flows, confirmed the limited influence of flow velocity on the B-factor, typically as $V^{0.2}$. As a comparison, let us recall that the correlations of Moore and Ruggeri [27] and Hord [28], developed at NASA in the 1970s and based on experimental results, assume a dependency as $V^{0.8}$. Other aspects of the dependence of the B-factor with operating conditions are discussed in Sec. 7.

## 6 Thermodynamic Effect and Geometrical Similarity of Cavities

Figure 6 presents a comparison of typical leading edge cavities in water and R114 at the higher temperature investigated $\left(40^{\circ} \mathrm{C}\right)$, where thermal effects are maximum. The operating conditions are the same, except the cavitation number. The two values of the cavitation number in water and R114 have been chosen so that cavitation has the same overall extent. Optical distortion is different for both experiments because of different sight angles and window geometries, but the grid plotted on the blades allows us to get rid of optical deformations.


Fig. 6 Comparison of typical leading edge cavities in water (without thermodynamic effect) and Refrigerant 114 at $40^{\circ} \mathrm{C}$. The value of the cavitation number for R114 is significantly smaller than that in water and was adjusted to correspond to a similar extent of cavitation

Comparison of both cavities in water and R114 demonstrates the fine similarity of the cavity shape with and without thermal effects. The main visible difference is a somewhat more developed attached cavitation on the hub in the refrigerant case, which is presently unexplained.

To analyze more precisely the similarity in cavity shape and point out possible deviations of secondary importance with respect to that basic scaling law, the shapes of the cavity closure lines were systematically compared for three typical degrees of development of cavitation. Profiles presented in Fig. 7 are actually representative of a large number of tests. They have been obtained by an averaging procedure conducted on numerous images corresponding to all operating conditions available (rpm, flowrate, and temperature in the case of R114).

Figure 7 confirms the similar expansion of the cavity from hub to casing for water and R114. However, it shows that the difference in cavity length between both ends of the domain, presently investigated from hub to casing, is systematically slightly larger in R114 than in water. This observation proves that the ideal similarity law between cavities in water and R114 mentioned above is actually affected by a deviation, which, however, remains relatively small.


Fig. 7 Comparison, between water and R114, of the mean shape of cavity closure line for different degrees of development of cavitation. No data are available in R114 corresponding to the longer cavity shown in water because of thermodynamic effect, which shortens cavities.


Fig. 8 Cavity length versus cavitation number for water and R114 at two different radii between hub and casing

This effect is a velocity effect similar to the one discussed in Sec. 5. The relative flow velocity $\omega r$ increases proportionally to radius $r$. If the characteristic length chosen for the estimate of the transit time is the local blade chord length at the same radial coordinate, it also increases proportionally to radius $r$. Hence, the transit time is almost independent on $r$. More simply, the transit time can be computed from the mean axial flow velocity and inducer length, both independent on the radial coordinate. On the other hand, heat transfer is likely increasing with flow velocity, as explained in Sec. 4, so that the thermal time should increase with the increasing radial coordinate. As a consequence, the ratio $\tau / \tau_{T}$, which is an indicator of thermodynamic effect, is expected to decrease with increasing radius $r$, causing a reduction in the thermodynamic effect from hub to casing. As a consequence, it is expected that the shortening effect due to thermal delay is smaller at the casing than at the hub. This explains qualitatively the trend observed on Fig. 7.
Even though the shape of the leading edge cavitation appears similar in water and R114, differences in texture are visible on Fig. 6, which probably depict differences in void fraction and cavity thickness. Such differences, which were also found in numerical computations (e.g., Ref. [29]), might influence the development of cavitation instabilities discussed in Sec. 8 in a manner still difficult to anticipate.

## 7 Estimation of Temperature Depression

Applying the procedure used by Yoshida et al. [6] and Franc et al. [17], the amplitude of temperature depression within the cavities can be estimated indirectly from visualizations. This is done independently for the three different cylindrical sections between the hub and casing considered in the present work, and the results are compared.

The procedure consists in comparing curves $\ell(\sigma)$ with and without thermodynamic effect. These curves are presented on Fig. 8 for a given set of operating conditions. Due to the thermodynamic effect, cavities are shorter in R114 than in water at constant cavitation number. In other words, the cavitation number in R114 must be lowered in comparison to water to keep the cavity length constant. The procedure is based upon the determination of this shift in cavitation number, which is an indicator of the thermodynamic effect. It allows the computation of the cavity temperature depression or B-factor of Stepanoff.
The B-factor is plotted versus the cavity length on Fig. 9 for the three investigated radii. It increases with cavity length, as reported in other works $[6,17]$. For a given cavity length, the B-factor for leading edge cavitation appears larger at the hub than at the casing. However, if the B-factor is plotted versus the inducer cavitation number (Fig. 10), no systematic evolution is visible with the


Fig. 9 B-factor of Stepanoff versus cavity length. Influence of radius between hub and casing. Cavity length is made nondimensional using blade spacing ( $\mathrm{R} 11420^{\circ} \mathrm{C}$, nominal flowrate).
radius. Differences observed on Fig. 10 are of the order of magnitude of the uncertainty on the B-factor. Cavity temperature depression and, as a consequence, pressure inside the leading edge cavity can then be considered as independent of the radius. This conclusion, confirmed by the inspection of all other operating conditions, is quite reasonable and usually implicitly assumed.

Let us observe that, since the B-factor can be considered as constant for given operating conditions, a given test at a particular cavitation number is represented approximately by a horizontal line on Fig. 9. The increase in cavity length from hub to casing noticed previously is the reason why the three curves are separated on Fig. 9.

## 8 Thermodynamic Effect and Cavitation Instabilities

Thresholds for the onset of cavitation instabilities have been determined in water and R114, and are compared on Fig. 11. Regimes of alternate blade cavitation and supersynchronous rotating cavitation are delayed by the thermodynamic effect, as expected. This is visible when comparing data in water and R114, and also at different temperatures in R114.

As proposed by Tsujimoto [30], cavitation instabilities are expected to occur for a critical cavity length. This is due to the extra thickness of the cavity on a given blade, which changes the flow


Fig. 10 B-factor of Stepanoff versus inducer cavitation number. Influence of radius between hub and casing. Cavity length is made nondimensional using blade spacing.


Fig. 11 Threshold values of cavitation number for onset and desinence of cavitation instabilities (ABC and SSR) for water and R114 at two different temperatures. Influence of rotation speed at nominal flowrate.
angle in the vicinity of the next blade. This mechanism requires that the cavity closes sufficiently near the leading edge of the following blade. Tsujimoto showed that alternate blade cavitation on a four-bladed inducer is expected to occur for a critical cavity length of the order of $65 \%$ of blade spacing.

In order to investigate the correlation between cavity length and cavitation instabilities, the critical cavity length at the onset of cavitation instabilities is plotted on Fig. 12 for all available data in water and R114. Although alternate blade cavitation occurs at a more or less constant cavity length, the critical cavity length is of the order of $10 \%$ only, which is much smaller than the expected $65 \%$. Such a short cavity, which closes so far upstream the following blade, is unlikely to cause any substantial change in flow angle and to trigger the alternate blade cavitation instability. As for onset and, all the more, desinence of rotating cavitation, they cannot be characterized by a given critical cavity length. It is then concluded that the correlation between leading edge cavitation and cavitation instabilities is rather poor and it is conjectured that the correlation should be stronger with tip cavitation, which is not investigated here.
The lack of correlation between leading edge cavitation and cavitation instabilities is confirmed when considering thermody-


Fig. 12 Correlation between onset or desinence of cavitation instabilities (ABC and SSR) with the length of corresponding leading edge cavities for water and R114 at nominal flowrate


Fig. 13 Comparison of thermodynamic delay on cavity length and cavitation instabilities
namic delay. The values of the B-factor of Stepanoff at the onset of alternate blade cavitation and rotating cavitation, and at the desinence of rotating cavitation, are compared with the values of the B-factor, which affect the development of leading edge cavities on Fig. 13.

The onset of alternate blade cavitation is affected by a delay significantly greater than that affecting the corresponding leading edge cavities. As for the onset of rotating cavitation, the delay is smaller than that of the associated cavities. The substantial differences in B-factors between the onset of cavitation instabilities and the corresponding leading edge cavities confirm the poor correlation between leading edge cavitation and cavitation instabilities.

The influence of rotation speed and liquid temperature on the values of the B-factor for cavitation instabilities is shown on Figs. 14 and 15 , respectively. The onset of cavitation instabilities is generally delayed by an increase in rotation speed. The same trend was observed for the development of leading edge cavities.

As for the influence of liquid temperature, Fig. 15 demonstrates a clear reduction in thermodynamic delay with liquid temperature. No similar trend could be noticed for leading edge cavitation and it can be considered [17] that the delay in the development of leading edge cavities is roughly independent of liquid temperature in terms of the B-factor.

## 9 Conclusion

In water, i.e., without thermodynamic effect, the development of leading edge cavities on the inducer blades agrees with conventional results. In particular, cavity length is well correlated with parameter $\sigma / \alpha$ in the central most part of the machine.


Fig. 14 Thermodynamic delay on cavitation instabilities versus rotation speed ( $\mathrm{R} 114 \mathbf{2 0}^{\circ} \mathrm{C}$, nominal flowrate)


Fig. 15 Thermodynamic delay on cavitation instabilities versus liquid temperature

The influence of rotation speed on cavity length is quite different with and without thermodynamic effect. In R114, the cavity length notably increases with flow velocity, whereas it is almost insensitive to velocity in water in the investigated range of rotation speed. This velocity effect is qualitatively explained by the influence of flow velocity on thermodynamic effect, which is analyzed through the consideration of two characteristic times: the transit and thermal time.

Although thermodynamic effect significantly reduces the length of leading edge cavities, the shape of cavities regarding the radial profiles of their closure line proves to be quite similar. A slight deviation to similarity has, however, been observed with a larger shortening effect at the hub relatively to the casing. This is again a velocity effect due to a smaller velocity on the hub side in comparison to casing.

The delay in the development of leading edge cavities due to thermal effects has been computed from the comparison of the cavity length with and without thermodynamic effect in the framework of a 2D analysis. The so predicted temperature depression inside the cavity appears independent of the radius of analysis, which tends to confirm the ordinary assumption of a uniform pressure in the cavity. Although a small velocity effect can be observed on the B-factor, the dominating parameter is the cavity length as pointed out by other investigations [6,17]. Direct measurements of temperature depression within the leading edge cavities are presented in a companion paper [18].

The delay on the onset of cavitation instabilities (alternate blade cavitation and rotating cavitation) increases with rotation speed, but decreases with liquid temperature. The related B-factors are significantly different from that of the corresponding cavities, so that a poor correlation between cavitation instabilities and leading edge cavities is concluded. This is confirmed by the fact that the onset of cavitation instability is not clearly associated to a given critical length of the leading edge cavities. In addition, alternate blade cavitation is observed for rather short cavities of the order of $10 \%$ of blade spacing, significantly smaller than the conventional value of $65 \%$ predicted by computations [30]. The poor correlation between leading edge cavitation and cavitation instabilities lead us to speculate that cavitation instabilities could be primarily controlled by tip leakage cavitation.
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## Nomenclature

$$
\begin{aligned}
B & =\mathrm{B} \text {-factor of Stepanoff } \\
C_{p \text { min }} & =\text { minimum pressure coefficient }
\end{aligned}
$$

| $c_{p \ell}$ | $=$ liquid heat capacity |
| ---: | :--- |
| $D$ | $=$ characteristic length |
| $h$ | $=$ convection heat transfer coefficient |
| $\ell$ | $=$ cavity length |
| $L$ | $=$ latent heat of vaporization |
| Nu | $=$ Nusselt number $h D / \lambda_{\ell}$ |
| $\operatorname{Pr}$ | $=$ Prandtl number |
| $p_{\min }$ | $=$ minimum pressure |
| $p_{u}$ | $=$ upstream pressure |
| $p_{v}$ | $=$ vapor pressure |
| $r$ | $=$ radius of analysis between hub and casing |
| $R$ | $=$ bubble radius or inducer radius |
| $\dot{R}$ | $=$ bubble growth rate |
| $R e$ | $=$ Reynolds number |
| $T_{c}$ | $=$ local temperature in the cavity |
| $T_{\infty}$ | $=$ liquid temperature at infinity |
| $V$ | $=$ flow velocity |
| $\alpha$ | $=$ angle of attack |
| $\alpha_{\ell}$ | $=$ thermal diffusivity of the liquid |
| $\Delta p_{v}$ | $=$ drop in vapor pressure (see Eq. $(1))$ |
| $\Delta p_{v}^{*}$ | $=$ characteristic drop in vapor pressure |
| $\Delta T$ | $=\Delta T^{*} \cdot d p_{v} / d T$ |
| $\Delta T^{*}$ | $=$ temperature drop in the cavitating flow $T_{\infty}-T_{c}$ |
| $\lambda_{\ell}$ | $=$ thermal condic temperature drop $\rho_{v} L /\left(\rho_{\ell} c_{p \ell}\right)$ |
| $\rho_{v}$ | $=$ vapor density |
| $\rho_{\ell}$ | $=$ liquity of density |
| $\Sigma$ | $=$ Brennen's thermodynamic parameter |
| $\sigma_{v}$ | $=$ cavitation number |
| $\omega$ | $=$ rotation angular velocity |
| $\tau$ | $=$ transit time $D / V$ |
| $\tau^{*}$ | $=$ fluid characteristic time (see Eq. (7)) |
| $\tau_{T}$ | $=$ thermal time Nu $\tau^{*}$ |
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# Thermodynamic Effect on a Cavitating Inducer-Part II: On-Board Measurements of Temperature Depression Within Leading Edge Cavities 


#### Abstract

Temperature depression within the leading edge cavities on a space inducer is measured in Refrigerant 114 using miniature thermocouples mounted on the rotating blades. Timeaveraged values of cavity temperature depression are determined all along the descent in cavitation number and correlated with the extent of cavities. In addition to mean values, temperature fluctuations are analyzed with respect to the onset of cavitation instabilities, namely, alternate blade cavitation and supersynchronous rotating cavitation. Temperature spectra relative to a rotating frame of reference are compared with pressure spectra obtained in a fixed frame of reference. Temperature oscillations issued from different blades are compared, and phase shifts between consecutive and opposite blades are evaluated in the case of the supersynchronous instability regime. [DOI: 10.1115/1.4001007]


## 1 Introduction

In cavitation, the heat required for vaporization is extracted to the two-phase region and surrounding area. As a result, the temperature in the cavitating region is smaller than that in the liquid bulk.

The amplitude of temperature depression depends particularly on the thermodynamic properties of the fluid. It may be completely negligible as in water at room temperature or quite significant as in liquid cryogens where it can be of the order of several degrees.

In a first approach, consider a two-phase mixture with quality $x$ and suppose that vaporization occurs adiabatically so that the heat required for vaporization is taken to the liquid. ${ }^{1}$ A small increase $d x$ in quality will lead to temperature drop $d T$, which can be estimated from the following heat balance:

$$
\begin{equation*}
L d x=(1-x) c_{p \ell} d T \tag{1}
\end{equation*}
$$

The group of parameters $\Delta T^{*}=\rho_{v} L /\left(\rho_{\ell} c_{p \ell}\right)$ is generally introduced in the field of thermodynamic effect. It has the dimension of a temperature and depends only on the fluid nature. It is commonly used to make nondimensional the cavity temperature depression by introducing the Stepanoff factor (or Jakob number in the context of boiling)

$$
\begin{equation*}
B=\frac{\Delta T}{\Delta T^{*}} \tag{2}
\end{equation*}
$$

Integration of heat balance (1) leads to the following relationship between $B$-factor and void fraction:

[^14]\[

$$
\begin{equation*}
B=\frac{\rho_{\ell}}{\rho_{v}} \ln \left(1+\frac{\alpha}{1-\alpha} \frac{\rho_{v}}{\rho_{\ell}}\right) \cong \frac{\alpha}{1-\alpha} \tag{3}
\end{equation*}
$$

\]

which is represented in Fig. 1. The interesting point is that $B$ is of the order of unity in a wide range of void fractions except for void fractions approaching unity, i.e., for pure vapor cavities, for which this simplistic local homogeneous equilibrium approach obviously stops working. In other words, $\Delta T^{*}$ appears to be a relevant order of magnitude of temperature depression, which is confirmed by experiments.
Physics of thermodynamic effect is actually more complicated, and even supposing Eq. (3) were fully relevant, void fraction in cavity flows is generally unknown so that Eq. (3) is not of great use in practice to estimate temperature depression. Experiments on thermodynamic effect are then necessary to investigate the actual magnitude of temperature depression.
Hord et al. [1-4] conducted a series of experiments on several geometries (Venturi, hydrofoil, and ogives) in liquid nitrogen or hydrogen. Pressure and temperature measurements within fully developed cavities were measured. From the comparison of both types of measurements, Hord et al. [1-4] concluded that thermodynamic equilibrium generally prevails throughout the vaporous cavities.
Billet and co-workers [5,6] measured temperature depression within developed cavities on ogives in Freon 113. They showed that maximum temperature depression occurs near the leading edge of the cavity and that temperature depression decreases roughly linearly along the cavity.
Fruman et al. [7] and Belahadji et al. [8] conducted experiments on a Venturi in R114. They confirmed thermodynamic equilibrium in the front part of the cavity and also found a progressive diminution of temperature and pressure depression along the vaporous cavity toward the cavity wake where the measured temperature matches the liquid bulk temperature.
The investigations mentioned above were carried out on rather academic geometries. No temperature depression measurements are available for cavities on a rotating machinery as the liquid rocket inducer considered in the present work. Moreover, mea-


Fig. $1 \quad B$ factor versus void fraction
surements on 2D geometries are difficult to transpose and corresponding correlations have not been validated for inducers.

The only available results on temperature depression within cavities on an inducer are indirect estimates obtained from a comparison of visualizations with and without a thermodynamic effect. Franc et al. $[9,10]$ estimated the temperature depression within the leading edge cavities of a four-bladed inducer in Refrigerant 114 and showed that it increases roughly linearly with cavity length. Yoshida et al. [11] estimated the temperature depression within tip cavities on a three-bladed inducer in liquid nitrogen and also found a strong correlation between temperature depression and cavity length.

Up to now, there is no evidence that previous estimates of temperature depression within cavities on an inducer, based on the usual scaling law in cavitation number, are accurate estimates of the actual temperature depression. This is the reason why a direct measurement of temperature within leading edge cavities on a rotating inducer has been attempted in the present work.

## 2 Experimental Facility

In order to measure temperature within the leading edge cavities, a four-bladed inducer was equipped with thermocouples of 0.5 mm in diameter, as shown in Figs. 2 and 3. One of them


Fig. 2 Location of temperature sensors on the inducer. Sensors 3, 5, and 7 are straight whereas sensors 2, 4, and 6 are curved. Sensor 3 is on blade 1, sensor 4 is on blade 2, sensors 5,6 , and 7 are on blade 3, and sensor 2 is on blade 4.
(sensor 1 not visible on the figures) was mounted on the front bulb for the measurement of the liquid reference temperature whereas sensors $2-7$ were mounted directly on the blades. Measurements as close as possible to the cavity leading edge were favored since temperature depression is expected to be maximum just downstream cavity detachment. However, because of the sharpness of the blades, they could not be mounted in too close proximity of the leading edges. Standard thermocouples of type $K$ (Chromel/ Alumel) were chosen. To minimize electric disturbances, the hot junction is electrically insulated from the protection tube. This unfortunately increases the response time, which is estimated to 30 ms . It corresponds to a frequency of about 33 Hz , which is enough to detect the rotating cavitation instability whose characteristic frequency is rather small in a rotating frame of reference (typically $0.16 f_{0}$ ), as explained in Sec. 4.

Two different techniques were used to mount the sensors on the blades, as shown in Fig. 3. For part of them, the thermocouple protection tube emerges perpendicularly to the blade surface on about 0.5 mm . This is the length that will be immersed in the cavity. The other ones were curved along the blade on a length of $3-4 \mathrm{~mm}$ in the upstream direction. This second mounting technique was used to increase the immersion length and try to improve the quality of the measurement.

As a matter of fact, we did not observe any significant difference on the mean values of the cavity temperature between both cases, and curved thermocouples did not appear more accurate than straight ones for mean temperature measurements, contrary to what was expected. However, the analysis of temperature fluc-


Fig. 3 View of one curved and two straight thermocouples on blade 3


Fig. 4 Typical evolution of temperatures at the end of a cavitation test during pressure rise ( $\mathrm{R} 11430^{\circ} \mathrm{C}$ )
tuations showed that curved thermocouples are considerably more sensitive to cavitation instabilities than straight ones, as shown in Sec. 4.

The influence of blade surface temperature was minimized by thermally insulating the thermocouple tubes from the blade using an epoxy glue filling the 3 mm holes machined in the blades.

For technical reasons, it was decided to measure independently the reference liquid temperature and the cavity temperature but not the difference. Telemetry is used for the wireless transmission of data from the rotating machinery. Eight channels are available but only seven were used since one thermocouple was broken at the beginning of the tests. On the whole, the instrumentation proved to be quite robust and all thermocouples (except one) survived to the vibrations, sometimes quite important, induced by cavitation instabilities and two-phase breeding. No pressure transducer was mounted on the blades and the thermodynamic equilibrium condition could not be checked directly.

Concerning signal acquisition, 32,000 data were taken at a sampling rate of 800 Hz during 40 s . Mean values presented in this paper are computed on the record length of 40 s . The chosen sampling rate is fully appropriate to an analysis of temperature fluctuations induced by cavitation instabilities, as shown in Sec. 4.

The protection tubes of the thermocouples could not be embedded into the blades, on their pressure side, for resistance reasons because of the small thickness of the blades. As a consequence, they induce an unwanted cavitation at low cavitation number. The slightly emerging tip of the thermocouples also induces an abnormal cavitation on the blade suction side and on the bulb. Comparisons of visualizations of attached cavities with and without instrumentation showed that the intrusive nature of the instrumentation remains quite moderate and, in particular, does not affect significantly cavity lengths.

Four additional platinum resistance temperature sensors were mounted on casing close to the inducer leading edges in order to measure the reference liquid temperature.

The measuring procedure starts with a noncavitating test by adjusting the offsets of each channel so that all thermocouples agree with Pt100 sensors. Gains were kept unchanged during all tests and deduced from a fine preliminary calibration out of the test section. Calibration has been checked in situ on several points when operating under noncavitating conditions by comparison with platinum sensors.

During cavitation tests, measured temperatures progressively decrease with the development of cavitation, as further discussed in Sec. 3. At the end of each cavitation test, it has been checked that all thermocouples recover their original level without any appreciable shift (see Fig. 4). The global uncertainty on cavity temperature measurements was estimated of the order of 5-10\% of the maximal measured temperature depression.

Figure 4 presents a typical evolution of two measured tempera-
tures at the end of a cavitation test during pressure rise together with the evolution of pressure in the test section. It shows that thermocouple 5 recovers the liquid temperature later than thermocouple 6 during the pressure rise. The reason is the following. For each sensor, the temperature rise observed in Fig. 4 corresponds to the cavity closure line passing over the sensor. Since thermocouple 5 is located upstream of thermocouple 6, it is left by the shortening cavity somewhat later during the pressure rise.
The liquid temperature measured by the thermocouple mounted on the bulb agrees fairly well with Pt100 thermometers mounted on the casing within only a few tenths of a degree. The liquid temperature chosen as a reference in this paper is actually the average of the four platinum sensors.
For liquid flows at high velocities, viscous dissipation in the boundary layer acts as a heat source, which increases the fluid temperature at the wall. In the case of an adiabatic wall, the difference between the wall temperature $T_{w}$ and the liquid freestream temperature $T_{\infty}$ is given by (see, e.g., Ref. [12])

$$
\begin{equation*}
T_{w}-T_{\infty}=r \frac{U_{\infty}{ }^{2}}{2 c_{p \ell}} \tag{4}
\end{equation*}
$$

For turbulent boundary layers, the recovery factor $r$ was found experimentally to be $r=\sqrt[3]{\mathrm{Pr}}$. The velocity to be considered in Eq. (4) is the velocity inside the leading edge cavity, which is probably an order of magnitude smaller than the liquid freestream velocity. Assuming a typical velocity of $10 \mathrm{~m} / \mathrm{s}$, Eq. (4) gives a temperature rise due to viscous dissipation of the order of 0.1 K in Refrigerant 114. This is a rough estimate since the flow is not fully wetted and the wall cannot be considered as adiabatic. In practice, it was considered that viscous dissipation within the cavities is not a major difficulty for temperature measurements especially for thermocouples emerging from the wall, and the corresponding uncertainty was included in the global uncertainty mentioned above.

## 3 Cavity Temperature Depression Measurements

Figure 5 presents a typical evolution of cavity temperature depression during a cavitation test. Data were obtained step by step during pressure reduction after the operating conditions have been stabilized for a few minutes following each pressure step. The decrease in cavity temperature follows four main stages.

At the beginning of the cavitation test, i.e., at high enough cavitation number, sensors are not immersed in the cavity, which is too short. In spite of this, a temperature difference is measured although it remains relatively small. This is due to cavitation generated locally by the sensor tip, which is not flush-mounted but emerges a little from the blade. The corresponding measurements have then no physical meaning with respect to leading edge cavitation since the associated cavitation spot is artificially generated.

A region of higher slope is then observed with a more rapid increase in temperature depression. This region corresponds to the arrival of cavity closure in the sensor zone. From that point and for smaller cavitation numbers, the sensor is fully immersed in the cavity and the measured temperature is actually relevant of the actual cavity temperature.

This transition region is followed by a rather flat region where cavity temperature depression does not vary much whereas the leading edge cavity continues to grow. This proves that temperature inside the cavity is not far from being constant except in the vicinity of cavity closure.

After this plateau, temperature depression drops suddenly with a further decrease in cavitation number. This corresponds to an increase in cavity temperature, which was systematically correlated with vaporization in the inlet duct. Two main reasons can be put forward to explain this trend.

First, when the incoming flow contains a fraction of vapor as it is the case when two-phase breeding occurs, it is likely that vapor bubbles generated upstream of the cavitating region partly supply


Fig. 5 Evolution of cavity temperature depression during a cavitation test at the most upstream station (sensors 4, 5, and 7) and correlation with cavity visualizations. The white arrow indicates location of sensor 5 (R114 30 ${ }^{\circ} \mathrm{C}$ ).
the leading edge cavity with vapor. This should reduce the amount of liquid to be vaporized at the interface. As a consequence, the required heat flux at the interface should be reduced and, if the heat transfer coefficient is assumed unchanged, the required temperature difference will be reduced too.

Second, heat transfer at the interface might be enhanced by two-phase breeding. For classical convective heat transfer on a wall, it is well-known that heat transfer can be significantly enhanced due to additional turbulence generated by the bubbles, as in the case of nucleate boiling. By analogy, heat transfer at the cavity interface might also be enhanced by traveling bubbles. If so, the required temperature difference for the same heat flux should be smaller. The enhancement of heat transfer by traveling bubbles together with the migration of bubbles from the liquid bulk toward the cavity are two possible explanations for the sudden increase in cavity temperature observed at the onset of twophase breeding.

The results presented in Fig. 5 are related to sensors 4, 5, and 7, which are at the most upstream position, only a few millimeters downstream cavity leading edge (see Fig. 2). The differences between the three measurements especially near the plateau are of the order of the estimated uncertainty so that no definite trend can be deduced from the comparison of all three measurements.

Similar results but related to the most downstream position (sensors 3 and 6) are presented in Fig. 6. The two sensors (which are located on two different blades) give very comparable values.

For comparison, the mean temperature depression based on the three upstream sensors (already shown in Fig. 5) is also plotted. The rise in temperature depression related to the passage of cavity closure is shifted toward smaller cavitation numbers when moving downstream, as expected because of the increase in cavity length with a reduction in cavitation number.

The maximum temperature depression is somewhat smaller downstream, so that it could be expected that the temperature slightly increases along the cavity before matching the liquid temperature in the cavity closure region. However, the difference is of the order of the estimated uncertainty. It is then difficult to conclude about the evolution of temperature inside the cavity from present measurements. The examination of all other results obtained for different operating conditions did not allow us to point out a clear trend for temperature variation inside the cavity, more especially as all sensors were arranged deliberately within a rather small area downstream cavity detachment to better apprehend the maximum value of thermodynamic effect expected in the vicinity
of cavity detachment. It was then concluded that the temperature variations within the leading edge cavities remain quite limited (and in any case smaller or of the order of the measurement uncertainty) for the most part of the cavity except near closure.
No temperature rise is measured in the cavity closure region though condensation of cavitation bubbles restores heat to the surrounding fluid. It is supposed that the high turbulent rate at closure together with the break-up of the vapor phase into many small scale structures considerably enhances heat transfer and increases the volume of liquid absorbing the latent heat. As a consequence, the temperature is expected to be almost uniform at closure and very close to the liquid freestream temperature.

## 4 Cavitation Instabilities and Temperature Fluctuations

In addition to mean values, temperature fluctuations were examined and compared with the onset of cavitation instabilities.
The two main regimes of instability observed on the fourbladed inducer tested here are recalled in Fig. 7 obtained from


Fig. 6 Evolution of cavity temperature depression during a cavitation test at the downstream station. Comparison with upstream station ( $\mathrm{R} 114 \mathbf{3 0}^{\circ} \mathrm{C}$ ).


Fig. 7 Typical spectra of pressure fluctuations on the four-bladed tested inducer in water showing the two main cavitation instabilities, namely, alternate blade cavitation and supersynchronous rotating cavitation. Spectra have been obtained from a pressure transducer mounted on the casing in the neighborhood of the leading edges.


Fig. 8 Evolution of rms value of temperature fluctuations during a cavitation test (R114 $20^{\circ} \mathrm{C}$ ) and comparison with cavitation instabilities (alternate blade cavitation and supersynchronous rotating cavitation)
pressure measurements conducted in a fixed frame of reference. During the progressive reduction in cavitation number of a typical cavitation test, the alternate blade cavitation instability responsible for the peak at twice the rotation frequency is first observed. Then, rotating cavitation at a slightly supersynchronous frequency appears. The supersynchronous frequency progressively approaches the rotation frequency when the cavitation number decreases before being suddenly locked on the rotation frequency when it is close enough to it. Further details on the desinence of the supersynchronous instability are given at the end of Sec. 5 from temperature measurements conducted in the rotating frame of reference.

Figure 8 presents a typical example of the evolution of the rms value of temperature fluctuations during a cavitation test. It shows that temperature fluctuations measured by sensor 6 exhibit a serious increase in the domain of cavitation instabilities and especially when supersynchronous rotating cavitation occurs, whereas fluctuations on sensor 3 remain at a low level in spite of instabilities.

To further analyze differences, Fig. 9 presents an example of time recordings for sensors 3,5 , and 6 under the rotating cavitation instability together with the reference liquid temperature.


Fig. 9 Comparison of signals of sensors 5 and 6 (blade 3) and 3 (blade 1) under supersynchronous rotating cavitation (R114 20² )


Fig. 10 Comparison between temperature and pressure spectra under alternate blade cavitation and supersynchronous rotating cavitation. For condition (a), cavity closes in the vicinity of temperature sensor 6 and downstream for conditions (b), (c), and (d). Same operating conditions as Fig. 8 (R114 20 ${ }^{\circ} \mathrm{C}$ ).

Sensor 5, which is the most upstream, presents negligible fluctuations and is supposed to give the temperature of vapor inside the cavity. Signal from sensor 6 fluctuates very regularly between nearly the cavity temperature as measured upstream by sensor 5 and a higher level somewhat below the liquid temperature. Signal from sensor 3, which is located on opposite blade but at the same station as sensor 6, is almost constant. A careful examination of Fig. 9 shows, however, that it oscillates at the same frequency but with a considerably smaller amplitude. In spite of fluctuations, the average temperature given by both sensors 3 and 6 is the same.
The reason for a different response of sensors 3 and 6 , which are positioned at the same location though on opposite blades, is not yet fully understood. The main difference between both thermocouples is that sensor 3 (which is insensitive to cavitation instabilities) is straight whereas sensor 6 is curved. A much longer part of thermocouple 6 is then immersed in the cavity. In addition, due to the difference in mounting, curved sensors emerge a bit more from the blade surface than straight ones. Hence, the measurement point is closer to the cavity interface for curved sensors. These differences in mounting are probably at the origin of differences in response, but further investigations are needed to better understand the influence of mounting on sensor response.

In order to confirm that temperature oscillations are actually induced by the rotating cavitation instability, a spectral analysis has been carried out on temperature and pressure signals. Figure 10 presents a comparison of temperature and pressure spectra during a cavitation test. The comparison is focused on the domain of
cavitation instabilities, from alternate blade cavitation (Fig. 10(a)) to rotating cavitation (Figs. 10(b) and $10(c)$ ) whereas Fig. 10(d) corresponds to the desinence of the supersynchronous instability.

The temperature spectrum shown in Fig. 10(b) presents a dominant peak at reduced frequency $f / f_{0} \cong 0.16$. As for the corresponding pressure spectrum, the major peak, which is the signature of supersynchronous rotating cavitation, is observed at $f / f_{0}$ $\cong 1.16$. The difference is exactly 1 . This is due to the fact that pressure signals are relative to a fixed frame of reference since pressure transducers are mounted on the housing, whereas temperature spectra are relative to the rotating frame of reference.

For comparison, temperature and pressure spectra are superimposed after adding the inducer rotation frequency $f_{0}$ to the frequency scale of the temperature spectrum. A perfect coincidence of the dominant peak is observed, so that there is no doubt that the observed temperature fluctuations are actually caused by rotating cavitation.
This conclusion has been confirmed by the comparison of several other temperature and pressure spectra. In particular, when cavitation number is decreased (as shown in Fig. 10), both peaks keep strongly correlated until the supersynchronous frequency, which progressively decreases, becomes locked on the inducer rotation frequency and the instability vanishes.
Contrary to rotating cavitation, the alternate blade cavitation instability corresponds to a cavitation pattern fixed in the rotating frame of reference with the succession of a long and a short cavity


Fig. 11 Comparison of temperature fluctuations on blades 2, 3, and 4 under supersynchronous rotating cavitation (R114 $20^{\circ} \mathrm{C}$ )
always attached to the same blades. The associated frequency, which is visible on pressure spectra at $f / f_{0}=2$, is unsurprisingly not detected by on-board temperature measurements (see Fig. 10(a)). However, the temperature spectrum presents a peak (together with a first harmonic) similar to that observed in the rotating cavitation regime, even though smaller. On the pressure spectrum, the supersynchronous frequency is hardly visible. The first harmonic is more distinct although much smaller than the dominant peak at $f / f_{0}=2$.

These observations show that the supersynchronous instability is more or less underlying behind the alternate blade cavitation regime, gains importance as the cavitation number is decreased, and finally becomes predominant. The transition from alternate blade cavitation to rotating cavitation could not be further analyzed from the present investigation because of a too large step in cavitation number during the descent.

## 5 Temperature Oscillations on Different Blades

Figure 11 presents a comparison of temperature oscillations measured on different blades in the rotating cavitation regime. The amplitudes of oscillations are different, which is probably due to the fact that the considered sensors are positioned at different locations and maybe also to possible small differences in mounting although all three sensors are of curved type. In spite of differences in amplitude, which are difficult to interpret, Fig. 11 shows that the same characteristic frequency is detected by all three sensors.

This is confirmed by Fig. 12, which shows that the normalized spectra are quite similar. Some differences, relatively to the importance of the first harmonic, in particular, are, however, observable. The first harmonic is more developed for sensor 6. This is the signature of a more pronounced dissymmetry of temperature signal coming from sensor 6 in comparison to the two other sensors as it can be observed on the signals plotted in Fig. 11. As a consequence, signals coming from different blades are not exactly superposable and correlation between them is expected to be imperfect.

As for phase differences, they are estimated below on the basis of the computation of correlation coefficients between temperature signals recorded on different blades. Figure 13 presents a typical evolution of computed correlation factors as a function of the phase difference. The phase shift, which makes correlation maximum, is plotted in Fig. 14. Because the three pressure transducers are not located exactly at the same point on the three different blades, computed optimal phase differences have been corrected considering the difference in angular location between sensors.

If it is assumed that the supersynchronous regime is a wavelike instability, which rotates at a constant angular velocity in the rotating frame of reference, the phase difference should be 90 deg between two consecutive blades and 180 deg between two opposite blades for a four-bladed inducer. Figure 14 shows that the


Fig. 12 Comparison of temperature spectra on blades 2, 3, and 4 under supersynchronous rotating cavitation (same operating conditions as Fig. 11)
phase difference between blades 2 and 3 is close to 90 deg whereas it is somewhat smaller for blades 3 and 4. The phase difference between blades 2 and 4 (which is the sum) is also somewhat smaller than the expected value of 180 deg.

In the present state of the investigations, it is difficult to conclude whether such differences are a significant feature of the supersynchronous instability or if they are due to other factors as differences or even deficiencies in the instrumentation. Let us recall that the transducers are not exactly at the same location on the blades and that the measured amplitudes are significantly different for unknown reasons as mentioned previously. In addition let us observe that, because of the relative flatness of the curves of Fig. 13 near their maximum, the optimal phase difference is affected by a relatively high uncertainty. Moreover, the maximum correlation, which is around $65 \%$ for two consecutive blades, drops to only $45 \%$ for opposite blades, which confirms that the shapes of the signals differ to some extent, as observed previously.

Nevertheless, present temperature measurements confirm that, in the rotating frame of reference, the supersynchronous instability rotates in the same direction as the inducer rotation and that temperature signals are approximately in quadrature for consecutive blades and in opposite phase for opposite blades. The use of


Fig. 13 Computed correlation coefficients versus phase difference for temperature signals measured on different blades


Fig. 14 Phase shift between blades 2, 3, and 4 as a function of the cavitation number under supersynchronous rotating cavitation. The dotted lines correspond to rough values, whereas the bold lines correspond to values corrected of the difference in angular location of temperature sensors.
on-board sensors appears to be a valuable means to further investigate the features of the supersynchronous instability in the rotating frame of reference, in addition to investigations in the fixed frame of reference from transducers mounted on the casing.

A final remark concerns the evolution of the shape of the temperature signal near the desinence of rotating cavitation. Figure 15 presents a comparison of typical temperature oscillations in the rotating cavitation regime and at desinence, and Fig. 16 presents the corresponding spectra. Rotating cavitation is here characterized by a major frequency of $0.125 f_{0}$ in the rotating frame of reference with a first harmonic at $0.25 f_{0}$, which accounts, as already mentioned, for the dissymmetry of the oscillation.

At desinence, two major changes are observed. The supersynchronous oscillation frequency is approaching 0 in a rotating frame of reference, as known from conventional investigations in a fixed frame of reference, which have shown that the supersynchronous frequency gradually approaches the rotation frequency (see, e.g., Fig. 7).

In addition, present measurements in a rotating frame of reference show that one oscillation out of two is fading away (Fig. 15). This results in a drop in the apparent frequency of oscillation, which jumps from $0.125 f_{0}$ to about $0.050 f_{0}$ between the two neighboring points in cavitation number considered in Fig. 15.


Fig. 15 Evolution of temperature oscillations near the desinence of rotating cavitation


Fig. 16 Spectra of the signals presented in Fig. 15. Spectra have been smoothed and normalized so that the area under the spectra is unity.

This observation may contribute to explain the lock-in mechanism and the associated synchronization on the rotation frequency, which are responsible of the disappearance of the supersynchronous instability.

## 6 Conclusion

Several miniature thermocouples were mounted on the blades of an inducer in order to measure the temperature depression within leading edge cavities. Measurements were conducted using Refrigerant 114 as operating fluid, which is known to develop a significant thermodynamic effect contrary to cold water.
During a cavitation test, as the operating pressure is progressively reduced and the cavity becomes longer, temperature depression exhibits first a substantial raise when cavity closure goes over the thermocouple. Once the sensor tip is immersed in the cavity, the measured temperature remains almost constant. A drop in temperature depression is finally observed when vapor forms in the inlet pipe.
This drop in temperature depression, which depicts a sudden rise in cavity temperature, may be caused either by the enhancement of heat transfer by traveling bubbles growing in the inlet pipe or by the migration of bubbles from the liquid bulk into the cavity.
Comparison of temperature depression measured at different locations does not reveal significant variations of temperature inside leading edge cavities, except near closure.
In addition to time-averaged values, temperature fluctuations were analyzed. A number of temperature sensors displayed a noticeable increase in fluctuations when cavitation instabilities occur, especially the supersynchronous rotating cavitation instability.

A comparative spectral analysis of pressure and temperature fluctuations revealed that temperature sensors are actually able to detect the supersynchronous instability. The comparison requires taking into consideration that temperature measurements are relative to the rotating frame of reference whereas pressure measurements are relative to the fixed housing. When taking into account the corresponding shift in frequency given by the inducer rotation frequency, a fine correlation is observed between temperature and pressure spectra over the whole range in cavitation number when rotating cavitation prevails.
Temperature oscillations measured by sensors mounted on different blades have been compared under the rotating cavitation instability. Although amplitudes may differ significantly, the spectra obtained from different blades exhibit the same peak at a frequency corresponding to the supersynchronous instability. The determination of phase shifts confirms that the supersynchronous instability rotates in the same direction as the inducer rotation and that signals from consecutive blades are roughly in quadrature whereas signals from opposite blades are approximately opposite in phase.

It has been observed that, in the rotating frame of reference, the desinence of the supersynchronous instability is characterized by the extinction of one oscillation out of two. This phenomenon might contribute to explain the disappearance of the rotating cavitation regime and the lock-in mechanism, which appears when the supersynchronous frequency comes close to the rotation frequency.
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## Nomenclature

$B=B$-factor of Stepanoff $\Delta T / \Delta T^{*}$
$c_{p \ell}=$ liquid specific heat capacity
$f=$ frequency
$f_{0}=$ inducer rotation frequency
$L=$ latent heat of vaporization
Pr $=$ Prandtl number
$r=$ recovery factor
$T_{c}=$ cavity temperature
$T_{w}=$ wall temperature
$T_{\infty}=$ liquid temperature at infinity
$U_{\infty}=$ flow velocity
$x=$ quality or vapor mass fraction
$\alpha=$ void fraction
$\Delta T=$ temperature drop in the leading edge cavity $T_{\infty}$ $-T_{c}$
$\Delta T^{*}=$ characteristic temperature drop $\rho_{v} L /\left(\rho_{\ell} c_{p \ell}\right)$

$$
\begin{aligned}
& \rho_{v}=\text { vapor density } \\
& \rho_{\ell}=\text { liquid density }
\end{aligned}
$$
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# An Experimental Investigation for Bubble Rising in Non-Newtonian Fluids and Empirical Correlation of Drag Coefficient 


#### Abstract

The velocity, shape, and trajectory of the rising bubble in polyacrylamide (PAM) and carboxymethylcellulose (CMC) aqueous solutions were experimentally investigated using a set of homemade velocimeters and a video camera. The effects of gas the flowrate and solution concentration on the bubble terminal velocity were examined respectively. Results show that the terminal velocity of the bubble increases with the increase in the gas flowrate and the decrease in the solution concentration. The shape of the bubble is gradually flattened horizontally to an ellipsoid with the increase in the Reynolds number (Re), Eötvös number (Eo), and Morton number (Mo). With the increase in the Re and Eo, the rising bubble in PAM aqueous solutions begin to oscillate, but there is no oscillation phenomena for CMC aqueous solutions. By dimensional analysis, the drag coefficient of a single bubble in non-Newtonian fluids in a moderate Reynolds number was correlated as a function of Re, Eo, and Archimedes number (Ar) based on the equivalent bubble diameter. The predicted results by the present correlation agree well with the experimental data. [DOI: 10.1115/1.4000739]
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## 1 Introduction

The rising processes of bubbles in non-Newtonian fluids are frequently encountered in a wide variety of industrial fields such as chemical, biochemical, environmental, and food processes. Due to the inherent complexity of fluids, bubbles in non-Newtonian fluids behave in various rising velocities, shapes, and tracks under the common action of the different forces, which results in the marked influence on the contact time and contact area between two-phase gas-liquids so as to consequently lead mass, heat transfer, and chemical reactions between them. This makes the study of a single rising bubble as an essential base for better understanding of gas-liquid absorption processes with or without reactions, as well as providing important insights into the overall swarms of bubbles in non-Newtonian fluids.

A great deal of correlations for bubble rising velocity or drag coefficient in Newtonian fluids were reported in literature, but few were found for non-Newtonian fluids [1-9]. From a theoretical standpoint, since the fluid viscosity varies with shear rate, it is not possible to obtain a rigorous expression for a bubble rising freely in non-Newtonian fluids. In order to calculate the bubble terminal velocity in non-Newtonian fluids, it is necessary to know the relationship between the drag coefficient of the bubble and the correlative numbers (e.g., Re). A typical approach on the calculation of gas bubble flow velocity is based on empirical correlations or a classical concept of drag coefficient; a detailed analysis on gas bubble flow in non-Newtonian liquids in a broad range of Reynolds numbers were given in Refs. [10-16]. Chhabra [17] correlated the drag coefficient in shear thinning power law fluids by introducing the function of multinomial of index of power-law fluid. Taking into account the deformation of bubbles in various fluids, Dewsbury [18] and Margaritis [19] studied the drag coefficient variation for bubbles over a wide range of Reynolds num-

[^15]bers in different non-Newtonian fluids, and proposed universally applicable drag correlations by combining the HadamardRybczynski equation and the equation of Turton and Levenspiel [20], which was originally proposed for solid particles in Newtonian fluids. Tzounakos et al. [21] studied the effect of surfactant concentration on the rise of gas bubbles in power law liquids and showed that the transition from a bubble with an immobile surface to a bubble with a mobile one is a function of the surfactant concentration, Reynolds number, and rheological properties of liquid. Rodrigue [22] collected a lot of the literature data and extended his previous model [23] for predicting the rise velocity of gas bubbles in Newtonian liquids to those in power law liquids. Recently, Zhang et al. [24] proposed an empirical correlation to predict drag coefficient for both accelerate motion and steady motion.
Despite remarkable progresses in the investigation of bubble rising [25], the properties of fluids, as well as bubble characteristics, were not considered fully in most of the literature on bubble drag correlation, and only limited theoretical information is available on the behavior of single bubbles in non-Newtonian fluids, especially at intermediate Reynolds numbers. In this work, by considering compositive parameters, including density, surface tension, and rheological properties of fluids, as well as velocity, size, and aspect ratio of bubble, a correlation for the drag coefficient of single bubbles moving steadily through a stagnant nonNewtonian power law liquid was proposed in virtue of the dimensional analysis. The new correlation was in good agreement with the experimental data compared with previous ones under considered experimental conditions.

## 2 Experimental

2.1 Apparatus. The experimental facility for measuring the velocity of bubbles in non-Newtonian fluids was sketched in Fig. 1 and included two parts: bubble generation system and velocity measurement system. Bubble generation system was mainly made of a Plexiglas square measuring tank $15.00 \times 15.00$ $\times 120.00 \mathrm{~cm}^{3}$, in which the wall effect on the shape and size of


Fig. 1 Schematic diagram of the experiment system: 1—compressed nitrogen cylinder; 2-manometer; 3-valves; 4-pressure maintaining valve; 5-rotameter; 6—Plexiglass square tank; 7-tripod; 8-lasers; 9-photodiodes; 10-sampling detector; 11-computer; and 12-CCD camera
the bubble could be neglected. The test section $(15.00 \times 5.00$ $\times 1.00 \mathrm{~cm}^{3}$ ) with a polished orifice (diameter: $1.0 \mathrm{~mm}, 1.6 \mathrm{~mm}$, or 2.4 mm ) at its center also made of Plexiglas and polished well to eliminate optical distortion was placed in the middle of the tank's inner section, in parallel with the bottom of the tank, and 10.00 cm above. Stainless pipes with inner diameter of 2.0 mm were applied to the jointed Nitrogen cylinder, rotameter, and orifice. Considering the range of pressure inside the bubble, Nitrogen pressure was maintained at little more than 0.10 MPa by adjusting the decompression valve, thus, the gas flowrate could be showed accurately by the rotameter calibrated (within $\pm 0.01 \mathrm{~cm}^{3} / \mathrm{s}$ ). Nitrogen bubbles were always generated steadily from the submerged orifices by adjusting the gas flowrate properly.

The velocity measurement system included twin He-Ne laser beams and twin photodiodes. The Plexiglas square tank was illuminated by two horizontal and parallel laser beams, passing through the axis of the tank. The vertical distance between the beams was $20.00 \pm 0.05 \mathrm{~mm}$, and the laser was adjusted to focus a very fine laser beam with less than $1.00 \pm 0.05 \mathrm{~mm}$ in diameter. Two photodiodes on either side of the tank intercepted the light beams from the lasers. Simultaneously, a digital sampling detector translated the real time signal of the passing time of the bubble and display in the computer. Especially, the bubble could not pass through the light beams sometimes when the bubbles begin to oscillate along a zigzag path in PAM aqueous solutions in high Re and Eo numbers. However, the rising bubbles will periodically pass through the beams due to the quick oscillation of trajectory; in that case, repeatable measurements was used to improve the quality of data. According to the time interval and vertical distance between the beams, the rising velocity of a single bubble could be attained with

$$
\begin{equation*}
u_{B}=\frac{\Delta z}{\Delta t} \tag{1}
\end{equation*}
$$

where $u_{B}$ is the mean velocity of the bubble rising in the fluid and $\Delta z$ and $\Delta t$ are the vertical distance and time interval of the bubble passing through dual beams, respectively. In addition, the instantaneous shape of the rising bubble in the fluid column was correspondingly recorded from one side of the test section with a digital camera. The bubble's shape and rising trajectory were then analyzed from a selected sequence of images.
2.2 Apparatus Calibration. In order to examine the reliability of the apparatus, $93 \%$ glycerin aqueous solution was used as a typical Newtonian fluid. A typical plot of the bubble velocity trend as a function of the distance from the generation point is shown in Fig. 2. From this figure, the average rising terminal velocity of a
single bubble was calculated as follows. The initial 1/3 (about 37 $\mathrm{cm})$ of the path was not considered. The average terminal velocity can be obtained by linearly fitting the curve of the last part of the path, in which the bubble attains a constant velocity. During the calibration, the orifice with a diameter of 1.0 mm was used, and a corresponding gas flowrate was adjusted to generate the same volume of bubbles as in Ref. [26]. It is clear that the measured velocity agrees with Raymond's results [26] very well. The results of the calibration ensure that the apparatus measures the bubble terminal velocity with high accuracy.
2.3 Experimental Conditions and Uncertainty. PAM (AR; MW: $3 \times 10^{6}$; Sinopharm Chemical Reagent Co. (Shanghai, China)), CMC (AR; MW: $5 \times 10^{6}$; Tianjin Kermel Chemical Reagent Co. (Tianjin, China)), glycerin (AR; Tianjin Reagent Chemicals Co. (Tianjin, China)), and distilled water were used in the experiments. Glycerin, PAM, and CMC aqueous solutions are under various conditions as follows: mass concentrations of glycerin aqueous solution: $93 \%$; PAM aqueous solution: $0.60 \%$, $0.80 \%$, and $1.0 \%$; CMC aqueous solution: $0.35 \%, 0.50 \%$, and $0.70 \%$; orifice diameter: $1.0 \mathrm{~mm}, 1.6 \mathrm{~mm}$, and 2.4 mm , gas flowrate: $0.20 \mathrm{~cm}^{3} / \mathrm{s}, 0.50 \mathrm{~cm}^{3} / \mathrm{s}$, and $0.80 \mathrm{~cm}^{3} / \mathrm{s}$. The range $\left(10-100 \mathrm{~s}^{-1}\right)$ of shear rate of the bubble rising can be estimated


Fig. 2 Calibration curve of bubble terminal velocity in 93\% Glycerin solution (uncertainty of data: $\pm \mathbf{2 . 1 \%}$ )

Table 1 Physical properties of the solution

| Fluid | Density | Surface tension | Consistency | Flow index |
| :---: | :---: | :---: | :---: | :---: |
| $0.60 \% \mathrm{PAM}$ | $1.001 \pm 1$ | $72 \pm 1$ | 105 | 0.62 |
| $0.80 \%$ PAM | $1.003 \pm 1$ | $71 \pm 1$ | 177 | 0.58 |
| $1.0 \%$ PAM | $1.004 \pm 1$ | $69 \pm 1$ | 225 | 0.56 |
| $0.35 \% \mathrm{CMC}$ | $1.003 \pm 1$ | $70 \pm 1$ | 21 | 0.94 |
| $0.50 \% \mathrm{CMC}$ | $1.007 \pm 1$ | $69 \pm 1$ | 48 | 0.92 |
| $0.70 \% \mathrm{CMC}$ | $1.010 \pm 1$ | $68 \pm 1$ | 113 | 0.91 |
| $0.93 \% \mathrm{GL}$ | $1.230 \pm 1$ | $63 \pm 1$ | 240 | 1.0 |

by following Eq. (6), and then the rheological characteristics of PAM and CMC aqueous solutions were measured with the rheometer of StressTech (REOLOGICA Instruments AB, Sweden) for shear rates ranging from $1-300 \mathrm{~s}^{-1}$. Power-law indices were determined by fitting the shear stress and shear rate data. The confidence interval for the best-fit curves used to determine the power law index was $95 \%$.

Surface tensions were measured using a dynamic surface tension apparatus (DCAT21, dataphysics, Germany), which had an accuracy of $0.001 \mathrm{~N} / \mathrm{m}$. Liquid densities were determined by weighing a known volume of the fluid on an analytical balance (resolution 0.001 g ). Liquid physical properties are summarized in Table 1. All experiments and physical property measurements were performed at $293.1 \pm 0.1 \mathrm{~K}$.

Uncertainty in the experimental results of velocity can be expressed in terms of the uncertainty in the measured parameters by propagating uncertainties through

$$
\begin{equation*}
\frac{U_{u_{B}}}{u_{B}}=\sqrt{\left(\frac{U_{\Delta z}}{\Delta z}\right)^{2}+\left(\frac{U_{\Delta t}}{\Delta t}\right)^{2}} \tag{2}
\end{equation*}
$$

where $U_{\Delta z}$ and $U_{\Delta t}$ are the uncertainties in determining $\Delta z$ and $\Delta t$, respectively. $U_{\Delta z}$ and $U_{\Delta t}$ arise from (i) uncertainty in digitally processing the resolution, which is defined by the smallest measurable units ( 0.005 cm and 0.005 s ), and (ii) uncertainty in repeatability of experimental data, which is obtained by computing the sample standard deviation. $U_{\Delta z}$ and $U_{\Delta t}$ are obtained by doubling the rsm of (i) and (ii) uncertainties for $95 \%$ confidence. Finally, the uncertainty in the bubble velocity is below $2.3 \%$ in a glycerin aqueous solution, and ranges from $1.8 \%$ to $5.1 \%$ in a CMC aqueous solution, but from $2.7 \%$ to $6.6 \%$ in a PAM aqueous solution because of the oscillation during bubble rising process.

## 3 Results and Discussion

3.1 Frequency of Bubble Formation. It is well-known that the frequency of the bubble formation has an important effect on the rise terminal velocity of bubbles in fluids. In order to relate the generation frequency with the bubble equivalent diameter and rise velocity, the Strouhal number $\operatorname{St}\left(=d_{e} f / u_{B}\right)$ was employed here. By using shift factors, the experimental data at various concentrations of PAM and CMC solutions were shifted for constructing the master curve of shifted $C_{D}$, based on $1.0 \%$ PAM, as shown in Fig. 3. From this figure, it can be seen that the present experimental data agree well with the above equation of the master curve. This implies that the frequency of the bubble formation can roughly be predicted if the size and rise velocity of bubbles are given. It is noteworthy that there is a slight interaction between two bubbles because the distance between neighboring bubbles is seven times larger than the bubble diameter, even for the highest gas flowrate [6].
3.2 Bubble Shape and Rising Trajectory. The Bubble's shape always lies on the physical properties (density, surface tension, and viscosity) of two-phase gas-liquids, bubble size, and its rising velocity. On the basis of the dimensionless treatment, Grace [27] proposed the famous map of the bubble shape shown in Fig. 4, in which the shape of the bubbles was divided into three cat-


Fig. 3 Master curve of shifted $C_{D}$ based on 1.0\% PAM (uncertainty of data: $\pm 8.6 \%$ )
egories: spherical, ellipsoidal, and spherical cap, according to Reynolds, Eötvös, and Morton numbers. The variation in the terminal shape of the rising bubble with a wide range of bubble sizes from 3 mm to 10 mm under the experimental condition depends on the ellipsoidal area, as shown in Fig. 4. Obviously, the bubble's shape in PAM aqueous solutions differs much from that in CMC aqueous solutions. In PAM aqueous solutions, bubbles are elongated vertically and have a teardrop shape in small Re, Eo, and Mo numbers, and with further increase in Re, Eo, and Mo numbers, bubbles take the flattened shape with always a tail behind the bubble shown as in Figs. $4(b)-4(d)$. But the bubble's shape in CMC aqueous solutions always present an ellipsoidal shape with the same trend flatted of that in PAM aqueous solutions as in Figs. $4(a), 4(e)$, and $4(f)$.

Considering spherical or ellipsoidal bubbles in the present experiments, the aspect ratio $E$ (defined as the ratio between equiva-


Fig. 4 Bubble shape in different non-Newtonian fluids in the diagram of Grace [27]: (a) $0.70 \% \mathrm{CMC}$, (b) $1.0 \%$ PAM, (c) $0.8 \%$ PAM, (d) $0.6 \%$ PAM, (e) $0.50 \% \mathrm{CMC}$, and (f) $0.35 \%$ CMC


Fig. 5 Master curve with shifted $E$ based on 1.0\% PAM (uncertainty of data: $\pm 6.9 \%$ )
lent diameter and max horizontal diameter of bubble) is used to characterize the bubble shape. Since the buoyancy and surface tension plays an important role in determining the bubble shape, $E$ is plotted against the Eo in Fig. 5, and the solid lines represent the master curve based on $1.0 \%$ PAM. As indicated in the figure, $E$ gradually decreases with the increase in Eo, and $E$ also depends on the kind of non-Newtonian fluids. In $1.0 \%$ PAM solution, the bubble shape changes clearly from spheroid to ellipsoid when Eo increases, and in other solutions, the flatness of the ellipsoidal bubble becomes almost linear as a function of Eo. This implies that the bubble shape is governed mainly by physical properties of fluids within the considered experimental range.

In a bubble swarm, the trajectories are strongly dominated by the surrounding liquid flow, and the associated dynamics is more complex. It can be seen clearly from Figs. 6(a)-6(c) that rising


Fig. 6 Instantaneous images of bubble rising: (a) 0.8\%PAM, $\mathrm{Re}=43, \mathrm{Eo}=5.0$; (b) $0.8 \% \mathrm{PAM}, \mathrm{Re}=52, \mathrm{Eo}=5.5$; (c) $0.8 \%$ PAM, $\mathrm{Re}=61, \mathrm{Eo}=5.8$; and (d) $0.35 \% \mathrm{CMC}, \mathrm{Re}=172$, $\mathrm{Eo}=4.5$


Fig. 7 Effect of gas flow rate on bubble terminal velocity: (a) $0.6 \%$ PAM, $d=1.6 \mathrm{~mm}$ (uncertainty of data: $\pm 5.4 \%$ ); and (b) $0.5 \%$ CMC $d=1 \mathrm{~m}$ (uncertainty of data: $\pm 4.0 \%$ )
bubbles begin to oscillate along a zigzag path in PAM aqueous solutions with the increase in Re and Eo numbers. Distinguishingly, the rectilineal rise is always found for the CMC aqueous solution, as shown in Fig. 6(d). By using PIV and a classical birefringence visualization, Funfschilling and Li [28] found the coexistence of three distinct zones around bubbles rising in PAM solutions: a central downward flow behind the bubble (negative wake), a conical upward flow surrounding the negative wake zone, and an upward flow zone in front of the bubble. The residual stresses are generated by the shear between the negative wake and the conical upward flow so the trailing bubble can easily enter in the field of dominant residual stresses behind the leading bubble. The peculiar features mentioned above lead to the difference of the bubble trajectory in PAM solutions and CMC solutions.

### 3.3 Effect of Different Conditions on Bubble Rising Terminal Velocity

3.3.1 Gas Flow Rate. Figure 7 shows the effect of the gas flow rate on the bubble rising terminal velocity in PAM and CMC aqueous solutions. It is obviously seen that the bubble velocity gradually increases with the height of the column, levels off, and finally reaches a near constant terminal velocity. The terminal velocity increases with the gas flowrate in both PAM and CMC aqueous solutions. This could be explained from following three aspects: (1) The rise of gas flow rate results in the increase in generation frequency of bubble from the orifice, which tends to the reduce of apparent viscosity in the passage of bubble, thus, the terminal velocity rises with the fall of the viscous drag force of the


Fig. 8 Effect of bubble volume on bubble terminal velocity (uncertainty of data: $\pm 7.8 \%$ )
fluid around the bubble. (2) From the results of the bubble formation, accretion of the gas flow rate brings to larger detachment volumes of bubbles, which almost linearly relates to the terminal velocity of the bubble, as shown in Fig. 8. (3) The relaxation of stresses induced by the memory effect of fluids may be considered as the important reason. In fact, a local deformation caused by bubble passage can lead to local stresses. The relaxation time of these stresses is determined by the rheological characteristics of the fluids. However, the accumulation of residual stress happens when the bubble's injection period $T$ (interval between successive bubbles) is less than the relaxation time. Finally, the accumulation of residual stress increases with the decrease in $T$ caused by high gas flowrate. The increase in residual stress leads to the decrease in local drag forces, causing the increase in the bubble rise velocity.
3.3.2 Solution Concentration. Bubble rising velocity varies with the height of the column under the condition of diverse solution concentration, as shown in Fig. 9. It can be found obviously that the bubble terminal velocity gradually decreases with increasing the solution concentration. This could be attributed to the physical properties of the PAM and CMC aqueous solutions, especially to the viscosity of the solutions. The larger viscous forces in high solution concentration reduce the possibility of the interfacial motion, which leads to the fall of the bubble terminal velocity [29].
3.4 Dimensional Analysis and Correlation of Drag Coefficient. The behavior of bubble rising in fluids is dominated mainly by several parameters like bubble size, bubble velocity, density, viscosity, and surface tension of gas-liquid systems. The conventional approach for correlating the drag coefficient is to obtain an equation between the drag coefficient and the Reynolds number based on these parameters.

The empirical analytical process used to develop the dimensionless corrections to predict drag coefficient $C_{D}$ in nonNewtonian fluids is based on the Buckingham Pi theorem. The utilization of the Buckingham Pi theorem enables the important dimensionless parameters to be developed quickly and easily by describing the relation between a function to be predicted and a related function expressed in terms of dimensionless parameters. Due to $\rho_{g} \ll \rho_{l}$ and $\mu_{g} \ll \mu_{l}$, a general function of drag coefficient $C_{D}$ can be expressed mathematically as relevant physical parameters and bubble characteristics

$$
\begin{equation*}
C_{D}=f\left[\rho_{l}, \mu_{l}(K, n), \sigma, d_{e}, g, u_{B}\right] \tag{3}
\end{equation*}
$$

where $\rho_{l}, \mu_{l}, \sigma, d_{e}, g$, and $u_{B}$ are the density, fluids viscosity, surface tension of fluids, equivalent diameter of bubble, acceleration of gravity, and the velocity of bubble, respectively.


(b)

Fig. 9 Effect of solution concentration on bubble terminal velocity (uncertainty of data: (a) $\pm 4.6 \%$ and (b) $\pm 6.5 \%$ )

Finally, the application of the Buckingham Pi theorem of the dimensional analysis to the present case gives the following expression of $C_{D}$ :

$$
\begin{equation*}
C_{D}=A\left(\frac{\rho_{l} d_{e} u_{B}}{\mu_{l}}\right)^{B}\left(\frac{\rho_{l}^{2} g d_{e}^{3}}{\mu_{l}^{2}}\right)^{C}\left(\frac{\rho_{l} g d_{e}^{2}}{\sigma}\right)^{D} \tag{4}
\end{equation*}
$$

In this paper, according to the intermediate region of shear rate, the power law model was used to describe the rheology of fluids, and thus

$$
\begin{equation*}
\mu_{l}(K, n)=K(\dot{\gamma})^{n-1} \tag{5}
\end{equation*}
$$

Due to the difficulty of experimental measurement for the shear rates of bubble rising in power law fluids, it was obtained by calculating approximatively $\left(u_{B} / d_{e}\right)$ in many literatures [30,31]. In this work, considering nonspherical characteristics of bubble, the shear rate of deformed bubbles in fluids could be expressed as follows:

$$
\begin{equation*}
\dot{\gamma}=\frac{u_{B}}{d_{e} E} \tag{6}
\end{equation*}
$$

where $d_{e}=\left(6 Q_{o} / f \pi\right)^{1 / 3}$ and the aspect ratio describing the nonsphericity of the bubble could be calculated by the formula $E$ $=d_{v} / d_{e}\left(d_{v}\right.$ is the vertical bubble diameter).

In fact, for non-Newtonian power law fluids, Reynolds, Archimedes, Eötvös numbers, and drag coefficients are respectively expressed as follows:

$$
\begin{gather*}
\operatorname{Re}=\frac{\rho_{l} d_{e}^{n} u_{B}^{2-n}}{K E^{1-n}}  \tag{7a}\\
\operatorname{Ar}=\frac{\rho_{l}^{2} g d_{e}^{2 n+1} u_{B}^{2-2 n}}{K^{2} E^{2-2 n}} \tag{7b}
\end{gather*}
$$

Table 2 The constants in dimensionless correlations of $C_{D}$

| Constant | $A$ | $B$ | $C$ | $D$ |
| :--- | :---: | :---: | :---: | :---: |
| Value | 2.173 | -1.57 | 0.683 | -0.0931 |

$$
\begin{align*}
\mathrm{Eo} & =\frac{\rho_{l} g d_{e}^{2}}{\sigma}  \tag{7c}\\
C_{D} & =\frac{4 g d_{e}}{3 u_{B}^{2} E^{2}} \tag{7d}
\end{align*}
$$

Therefore, Eq. (6) could be rewritten in the form

$$
\begin{equation*}
C_{D}=A \mathrm{Re}^{B} \mathrm{Ar}^{C} \mathrm{Eo}^{D} \tag{8}
\end{equation*}
$$

Constants $A, B, C$, and $D$ in Eq. (6) were obtained by fitting experimental data using the least square method, and the result is shown in Table 2.
As a result, a new correlation of drag coefficient for a bubble rising steadily in non-Newtonian fluids is obtained

$$
\begin{equation*}
C_{D}=2.173 \mathrm{Re}^{-1.57} \mathrm{Ar}^{0.683} \mathrm{Eo}^{-0.0931} \tag{9}
\end{equation*}
$$

The validity of Eq. (9) to a single bubble in non-Netonian fluids is shown by plotting $C_{D} / \mathrm{Ar}^{0.683} \mathrm{Eo}^{-0.0931}$ of various systems against Re in Fig. 10. The average relative error between the predicted and measured values is below $3 \%$.

Previously, Dewsbury et al. [18] proposed a correlation of a drag coefficient in a wide range of Reynolds numbers while rising steadily through various non-Newtonian fluids as in Eq. (10). Recently, Zhang et al. [24] considered both added mass force and history force and developed a correlation for the drag coefficient of a bubble in accelerating and steady rise as in Eq. (11)

$$
\begin{gather*}
C_{D}=\frac{16}{\operatorname{Re}}\left(1+0.173 \mathrm{Re}^{0.657}\right)+\frac{0.413}{1+16300 \mathrm{Re}^{-1.09}}  \tag{10}\\
C_{D}=\frac{16}{\operatorname{Re}_{M}}\left(1+0.12 \mathrm{Re}_{M}^{0.6}\right)\left(1+0.196 \mathrm{Ac}^{0.767} \mathrm{Ar}^{0.381}\right) \tag{11}
\end{gather*}
$$

The comparison between Eqs. (9)-(11) was depicted in Fig. 11 for the range of $13<\operatorname{Re}<230$. It can be seen that the predictions from both Eqs. (9) and (10) are in good agreement with the experimental data for $\operatorname{Re}<30$, and the predicted value by Eqs. (10) and (11) is respectively higher and lower than that calculated in Eq. (9). The difference of the one predicted by Eqs. (9) and (10) or


Fig. 10 Relationship between $C_{D} / \mathrm{Ar}^{0.683} \mathrm{Eo}^{-0.0931}$ and Re


Fig. 11 Comparison between measured and predicted $C_{D}$

Eq. (11) increases with Re. The results showed that the present model agrees better than Eqs. (10) and (11) with the experimental data in this work.
In addition, present correlation was also used to predict the drag coefficient for the bubble rising in $93 \%$ glycerin solution. The comparison between the measured and calculated results is shown in Fig. 12, and results show that the predicted values agree well with the experimental data within the experimental range.

## 4 Conclusion

The velocity, shape, and rising trajectory of a single bubble rising in a quiescent non-Newtonian fluid were investigated experimentally. Bubble shapes are dominated by the Re, Eo, and Mo numbers, and the bubble with the tear drop shape in the PAM solution and ellipsoidal shape in the CMC solution are gradually flatted horizontally with the increase in the Re, Eo, and Mo. Based on the dimensional analysis, a new correlation was developed to predict the drag coefficient of bubbles in non-Newtonian fluids within the range of $13<\operatorname{Re}<230,283<\operatorname{Ar}<1618$, and 3.2 $<$ Eo $<9.7$; the present model agrees better than the previous ones with the experimental data in this paper.


Fig. 12 Validity on present model in $93 \%$ glycerin solution
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## Nomenclature

$a=$ bubble acceleration ( $\mathrm{m} / \mathrm{s}$ )
$A=$ parameter in Eq. (4)
$\mathrm{Ac}=$ acceleration number in Eq. (11), $\mathrm{Ac}=d_{e} a / u_{b}^{2}$
$\mathrm{Ar}=$ Archimedes number
$B=$ parameter in Eq. (4)
$C=$ parameter in Eq. (4)
$D=$ parameter in Eq. (4)
$E=$ bubble aspect ratio
$C_{D}=$ drag coefficient
$d_{e}=$ equivalent bubble diameter (cm)
$d_{\mathrm{v}}=$ vertical bubble diameter ( cm )
Eo $=$ Eötvös number
$f=$ bubble frequency $\left(\mathrm{s}^{-1}\right)$
$g=$ gravitational acceleration $\left(\mathrm{m} / \mathrm{s}^{2}\right)$
$K=$ consistency in power law model in Eq. (5) (Pa s ${ }^{n}$ )
Mo $=$ Morton number
$n=$ index in power law model in Eq. (5)
$Q_{O}=$ volume flow rate $\left(\mathrm{cm}^{3} / \mathrm{s}\right)$
Re $=$ Reynolds number based on power law model
$\mathrm{Re}_{M}=$ Reynolds number based on Carreau model
$u_{b}=$ bubble local velocity ( $\mathrm{cm} / \mathrm{s}$ )
$u_{B}=$ bubble rise velocity ( $\mathrm{cm} / \mathrm{s}$ )
$V=$ bubble volume $\left(\mathrm{cm}^{3}\right)$

## Greek Symbols

$\dot{\gamma}=$ shear rate $\left(\mathrm{s}^{-1}\right)$
$\mu_{g}=$ gas viscosity $\left(\mathrm{kg} / \mathrm{s}^{2} \mathrm{~m}\right)$
$\mu_{l}=$ liquids viscosity $\left(\mathrm{kg} / \mathrm{s}^{2} \mathrm{~m}\right)$
$\rho_{g}=$ gas density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$
$\rho_{l}=$ liquid density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$
$\sigma=$ surface tension ( $\mathrm{mN} / \mathrm{m}$ )
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